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Hair is one of human's most distinctive features and one important component in digital human models. However, capturing high quality hair models from real hairstyles remains difficult because of the challenges arising from hair's unique characteristics: the view-dependent specular appearance, the geometric complexity and the high variability of real hairstyles. In this thesis, we address these challenges towards the goal of accurate, robust and structure-aware hair capture.

We first propose an orientation-based matching metric to replace conventional color-based one for multi-view stereo reconstruction of hair. Our key insight is that while color appearance is view-dependent due to hair's specularity, orientation is more robust across views. Orientation similarity also identifies homogeneous hair structures that enable structure-aware aggregation along the structural continuities. Compared to color-based methods, our method minimizes the reconstruction artifacts due to specularity and faithfully recovers detailed hair structures in the reconstruction results.

Next, we introduce a system with more flexible capture setup that requires only 8 camera views to capture complete hairstyles. Our key insight is that strand is a better aggregation unit for robust stereo matching against ambiguities in wide-baseline setups because it models hair's characteristic strand-like structural continuity. The reconstruction is driven by the strand-based refinement that optimizes a set of 3D strands for cross-view orientation consistency and iteratively refines the reconstructed shape from the visual hull. We are able to reconstruct complete hair models for a variety of hairstyles with an accuracy about 3mm evaluated on synthetic datasets.

Finally, we propose a method that reconstructs coherent and plausible wisps aware of the underlying hair structures from a set of input images. The system first discovers locally coherent wisp structures and then uses a novel graph data structure to reason about both the connectivity and directions of the local wisp structures in a global optimization. The wisps are then completed and used to synthesize hair strands which are robust against occlusion and missing data and plausible for animation and simulation. We show reconstruction results for a variety of complex hairstyles including curly, wispy, and messy hair.
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3D acquisition technology has been rapidly improved over past decades. The advancements in acquisition hardware and software, including 3D scanners, time-of-flight sensors, depth sensors, structured light systems and photometric stereo, have made 3D acquisition from the real world increasingly more accurate, efficient, flexible and robust. The current 3D acquisition systems work well for a wide range of real-world objects, from microscopic surface details to city-scale landscapes, from the surface of human face to the anatomical structures of full human body. This wide applicability to real-world objects combined with the improved ability to capture motions make 3D acquisition technology increasingly more popular in gaming, film production, medicine, military and many other areas.

Among all the real-world objects of interest, human hair possesses its unique expressive values. Hair is a vital component of a person’s identity, and can provide strong cues about age, background and even personality. In games and films, successfully modeled and animated hair not only contributes to the richness of the virtual character, but also adds a unique language to express the character’s experience, thoughts and emotions. Besides the main applications in game and film industries, digital hair models are also useful in cosmetics and advertisements.

This thesis focuses on the acquisition of hair geometry. To be specific, the goal is to reconstruct 3D hair models from real-world hairstyles with improved accuracy, robustness, flexibility and a representation aware of the underlying grouping structures (i.e., hair wisps) to ease hair editing and animation.

In this section, we first briefly review the acquisition methods for hair geometry, both general and specialized, as well as the challenges and limitations to apply these methods on hair (Sec. 1.1).
Then we outline the main contributions of this thesis to address these challenges and limitations (Sec. 1.2). Finally, the outline of the thesis is given in (Sec. 1.3).

1.1 Acquisition of Hair Geometry

1.1.1 General Methods

3D acquisition methods can be classified into two main categories: active and passive. The active methods project some form of energy (e.g., electromagnetic, sonic or mechanic) onto the object and detect the position of the object by measuring and accounting for the change of the energy by the object. The passive methods work directly from the observable features of the object without projecting additional energy.

Among the active methods, the structured light methods [92, 62, 30, 81, 13] promise versatile and efficient solutions to reconstruct a variety of real-world objects. The idea is to project a pattern of spatially and temporally multiplexed light onto the object and the points on the object can then be triangulated by corresponding the input pattern and the observed pattern in another view. However, finding the correct correspondences is difficult for hair because of hair’s complex “strand-like” geometry and occlusion. This difficulty can be further emphasized by the multi-scattering light transport between the hair strands, resulting in attenuation and uncertainty of the emitting light observed.

Another type of active approach is photometric stereo [25, 83, 74], which integrates the surface geometry of the object from a set of normal maps estimated from varying directional lighting. These methods assume diffuse appearance on the surface of the object for reliable normal estimation. However, normal direction is not as well defined on hair as on the surface of other objects. Also, the specular appearance of hair violates the diffuse appearance assumption and renders the normal estimation ineffective.

Without probing the object with known energy patterns, all passive methods share two insights to address the ill-posed problem of multi-view stereo reconstruction: a consistency model to check hypothetical points on the object for cross-view consistency; and a smoothness model to regularize the hypothetical points to take place in proximity to one another. Two popular choices in conventional multi-view stereo for the consistency model and the smoothness model are the photo-consistency model and the surface patch model. The photo-consistency model assumes diffuse or view-independent appearance for the object to ease the consistency check across views. The surface
patch model assumes that a local neighborhood on the surface of the object resembles a smooth 2D patch. Hair, however, exhibits the non-diffuse appearance and the complex “strand-like” geometry which make the conventional photo-consistency model and surface patch model unsuitable for the passive methods.

1.1.2 Specialized Methods

To address the challenges arised from general acquisition methods, specialized acquisition methods for hair have been studied over the past decade.

A few active methods have been proposed to improve the acquisition of hair geometry. These methods typically employ special approaches to harness hair’s complex geometry and appearance, including estimating 3D hair orientations from the hair’s highlight variations under known illumination change [57], scanning hair volume with a single beam of projected light [58] and sweeping hair volume with a shallow depth-of-field [32]. In general, these active hair acquisition systems are capable of producing the most accurate hair reconstruction at the cost of complex acquisition setup and lengthy acquisition session.

For the passive methods, hair orientation consistency plays a key role to leverage the reconstruction quality of conventional multi-view stereo methods [80, 87]. It remains challenging to improve the reconstruction robustness and accuracy as well as to apply to all variety of hairstyles.

One limitation of most existing specialized methods is that the resulting hair model is unstructured, i.e., the strands are grown independently according to the computed 3D orientation field without higher level structures. This is in contrast to the hair models used in hair modeling, animation and simulation, which usually involve hierarchical structures such as guide strands and wisps to facilitate controlling, editing and animating. Capturing complex real hairstyles with a structured representation remains a challenging problem.

1.2 Contributions

This thesis addresses several of the main challenges in the acquisition of hair geometry mentioned above, including:

**Accuracy.** We propose an orientation-based matching metric to replace conventional color-based one for multi-view stereo reconstruction of hair [46]. Our key insight is that while color appearance is view-dependent due to hair’s specularity, orientation is more robust across views. Orientation sim-
ilarity also identifies homogeneous hair structures that enable structure-aware aggregation along the structural continuities. Compared to color-based methods, our method minimizes the reconstruction artifacts due to specularity and faithfully recovers detailed hair structures in the reconstruction results.

Flexibility and robustness. We introduce a system with more flexible hair capture setup that requires only 8 camera views to capture complete hairstyles [48]. Our key insight is that strand is a better aggregation unit for robust stereo matching against ambiguities in wide-baseline setups because it models hair’s characteristic strand-like structural continuity. The reconstruction is driven by the strand-based refinement that optimizes a set of 3D strands for cross-view orientation consistency and iteratively refines the reconstructed shape from the visual hull. We are able to reconstruct complete hair models for a variety of hairstyles with an accuracy about 3mm evaluated on synthetic datasets.

Plausible structures. We propose a method that reconstructs coherent and plausible wisps aware of the underlying hair structures from a set of input images [47]. The system first discovers locally coherent wisp structures in the reconstructed point cloud and the 3D orientation field, and then uses a novel graph data structure to reason about both the connectivity and directions of the local wisp structures in a global optimization. The wisps are then completed and used to synthesize hair strands which are robust against occlusion and missing data and plausible for animation and simulation. We show reconstruction results for a variety of complex hairstyles including curly, wispy, and messy hair.

1.3 Thesis Outline

The remainder of this thesis is organized as follows: Chapter 3 describes the orientation-based matching metric in a multi-view stereo system for accurate hair reconstruction. Chapter 4 presents a flexible hair capture system robust against wide-baseline setup using strand-based refinement. Chapter 5 describes the structure-aware hair capture system that reconstructs plausible wisp-based hair models from input images. Finally, Chapter 6 presents conclusions on the work in this thesis and suggests possible ideas for future work.
Chapter 2

Background and Related Work

2.1 3D Acquisition Systems

3D acquisition systems can be classified into three main categories by how the systems interact with the acquired objects. One category of systems measure real-world objects through physical contact, e.g. mechanical touch probes, accelerometers and various markers. Another category of systems use transmissive means such as X-rays (e.g. computed tomography), ultrasound and nuclear magnetic resonance (e.g. magnetic resonance imaging). These systems are capable of reconstructing internal structures and are widely used for industrial and medical applications with relative costly equipments. The last category of acquisition systems make use of reflective signals such as sound (sonar) and light to reconstruct the outer surfaces of the objects. In particular, we are interested in the optical systems using reflective light signal. These optical systems gain increasing popularity for improved flexibility, efficiency and accuracy. We can further classify the optical systems into active and passive systems depending on whether the system actively project light onto the acquired objects.

2.1.1 Active systems

One straightforward way to obtain the distance or depth to the object is measuring the round trip travel time of a reflective signal (e.g. light or sound) between the sensor and the object. The shape of the object can be obtained by measuring the distances to a set of sample points on the object surface. Such systems are called time-of-flight systems and two exemplary applications of this approach are radar and sonar. The advantages of time-of-flight systems are the large working
scale and the distance-insensitive measurement accuracy. However, the reconstruction accuracy is limited to several millimeters by the timing resolution.

Another approach to distance measurement is triangulation. Systems using this approach project light onto the object and measure the reflection by a camera observing at a different angle. The position of the reflection point on the object is then triangulated by the paths of projected light and the reflected light. To improve the reconstruction efficiency, multiple light rays are projected and measured at different points on the object at the same time. Special light patterns are needed to distinguish different projected rays for proper triangulation. One approach uses *structured light* patterns multiplexed in both space and time with color [92], binary gray codes [62], sinusoidal patterns [30, 81] and intensity ratios [13] for improved acquisition efficiency and robustness. Another approach uses random noise patterns, a.k.a. *unstructured light*, to facilitate robust correspondence matching between the projected and received light. Since this approach essentially performs stereo matching on the random noise pattern, it is also called *active stereo* due to its active nature. Active stereo method has become very popular since the introduction of the Kinect sensor [53].

### 2.1.2 Passive systems

Passive systems infer the shape of an object from the appearance without actively controlling the lighting on the object. There are a variety of clues from an object’s appearance that allow inference of the object’s shape which lead to a category of *shape from X* methods. These clues include shading [29], specularities [1], shadows [65], texture [24], contours [36], motion [72], focus and defocus [59, 38].

Shape from shading is of particular interest since it provides strong clues for accurate shape reconstruction [94]. Shape from shading typically assumes diffusive and view independent surface reflectance (Lambertian surface) under single light source. The algorithm jointly estimates the albedo or texture of the surface and the lighting based on global shading statistics. The surface normals are then reconstructed to best explain the shading followed by an integration to recover the shape of the surface. More accurate reconstruction of surface normal and geometry is possible with *photometric stereo* methods if the shading is provided under known or unknown varying lighting conditions [25, 83]. One recent photometric stereo system using time-multiplexed directional lighting to capture full-body human performance is introduced in [74], which used numerous LED lights uniformly distributed on a dome to provide directional lighting.

Another popular passive approach is reconstructing the object from the images taken from different viewpoints. This approach is called *multi-view stereo* which is the subject of next section.
2.2 Multi-View Stereo

Multi-view stereo methods have been rapidly improved and widely used over the past decade thanks to the ease to acquire photos with more and more affordable digital cameras. Multi-view stereo reconstructs the visible surface of an object through finding the correspondences between the input images that determine the 3D points on the surface. To find the correspondences, a robust matching metric is needed to handle view-dependent appearance, illumination change and camera gain and bias. A common matching metric is photo-consistency, which measures the color consistency at the corresponding points on different photos. Also, the stereo problem is an ill-posed problem, which means there are many possible 3D surfaces to explain the input images. For example, one trivial solution to all stereo problems would be a set of different postcards placed in front of each camera position. In order to find reasonable solutions, a kind of shape prior is assumed to resolve the ambiguities during the matching process. The shape prior can be modeled explicitly (e.g. as the aggregation model) or implicitly (e.g., as the bias of the optimization process), which accounts for the bias of the stereo method. For the rest of the section, we will first review several general approaches to the multi-view stereo problem in the existing literature and then discuss the issues in matching metric and shape prior in more detail. Note that more thorough surveys on multi-view stereo can be found in [68, 67].

2.2.1 General approach

There are several general approaches to developing the reconstructed surface from the input images.

The first approach extracts a surface from a 3D volume where each voxel encodes the score of how consistent the projections of the voxel are on the input images. Higher consistency indicates higher confidence of an existent 3D point at the voxel. To extract the reconstructed surface from the 3D volume, an optimization is typically involved to maximize the consistency scores while maintaining the smoothness and continuity of the surface. Popular choices for optimization include Markov Random Field with max-flow [75] or multi-way graphcuts [37]. This approach yields globally optimal and consistent reconstructed surface but usually requires more memory and computation time for the optimization.

Another approach is to evolve or refine an initial surface to its final form by iteratively improving the consistency at the projections of each surface point among the input images. Space carving [39] and its variants implicitly evolve the reconstructed surface by removing the voxels from an initial volume. Other implicit representations can be used, such as level-set methods, to shrink or expand
an initial surface [21]. There are also methods that refine an explicit mesh from the initial visual hull [22, 20]. This type of approaches strongly rely on the initial shape for the reconstruction and thus typically exhibit certain biases in the final result. However, a strong prior can be helpful when the reconstruction is significantly ill-posed, such as a wide-baseline setup where cameras are posed far away from each other and the common regions for correspondence computation are much reduced.

Some other approach works by reconstructing separate depth maps from a few viewpoints and merging them in 3D space. Cross-view consistency is an issue for such systems. The consistency is either explicitly enforced as constraints in the reconstruction [12] or realized by volumetric merging methods such as [34, 18] as a post process. Each depth map is reconstructed from a local group of adjacent views (typically two) with small baseline which minimizes occlusions and maximizes overlapping region for correspondence matching. This type of systems prove to achieve high quality reconstruction results in terms of accuracy and robustness [2, 12].

The last approach finds a sparse set of feature points on the surface and then populate a denser set of points from these sparse feature points. The ideas are that the sparse salient features can usually be found robustly across views and that the rest of the points can be found following the continuity of the underlying surface. A exemplary method is Patch-based Multi-View Stereo (PMVS) [23]. PMVS first identifies corner-like and blob-like feature points and correspond them across the input images for the initial sparse points. Then an expansion scheme is performed iteratively to find the points adjacent to the exiting points. The result is a set of points on the object and the final surface can be obtained by applying the Poisson Surface Reconstruction [34]. This approach has great adaptivity to reconstruct arbitrarily complex surfaces at the cost of weak surface assumptions to regularize the reconstruction for less noisy results.

### 2.2.2 Matching metric

Matching metric lies at the core of the correspondence matching process of all multi-view stereo methods. A matching metric compares the pixel values from different views and aggregate the comparison results over local areas (typically square windows) to improve the matching robustness since certain shape continuity can always be assumed for the reconstructed object.

The most common metrics include the *squared intensity differences* and *absolute intensity differences* which directly measure the differences of pixel values. However, squared metrics are well-known for their intolerance for outliers or occlusions, a few more robust metrics have been proposed including truncated quadratics and contaminated Gaussians [7, 6] to limit the influence of outliers.
Another important goal to design a matching metric is its robustness against illumination change and camera gain and bias. Histogram equalization [17] is useful to neutralize the camera gain and bias as a preprocessing step. Some metrics are found insensitive to camera gain and bias such as gradient based metrics [66] and non-parametric measures like rank and census transforms [91]. A more popular approach is to normalize the pixel values within the matching windows such as normalized cross-correlation (NCC).

The change of viewpoints can dramatically change the appearance of the object and lead to serious occlusion problems. This is especially challenging for wide-baseline systems, where the cameras positions differ significantly from each other. A few feature descriptors are robust against the change of viewpoints and illuminations such as SIFT [45]. To extend the idea of SIFT for dense stereo matching, Tola et al. [71] proposed a matching metric DAISY for wide-baseline systems. View-invariant local regions have also been studied for reliable matching in wide-baseline systems such as affinely invariant regions [73] and maximally stable extremal regions [51].

Most multi-view stereo methods conveniently assume that the object surface is lambertian, meaning view-dependent reflectance and thus simpler matching metric between different views. However, if the specularity of the object’s appearance is significant, the lambertian assumption no longer holds. One matching metric that accounts for specularity [88] is inspired by the fact that the reflected colors of each point on the surface under different lighting lie colinearly in RGB color space assuming Phong reflectance. This statistical property enables a maximum likelihood solution to estimate and match the surface albedo across views.

To aggregate the per-pixel matching results, a typical approach is to use square window of pre-defined size on the matched images. This scheme has the bias towards fronto-parallel surfaces [67] since it implicitly hypothesizes a fronto-parallel square surface patch to match across views. One solution to alleviate this problem is to use scaled window matching to better account for slanted surfaces [12]. Adaptive window size can also be estimated based on statistical model for the disparity variation within the window [56]. Locally adapted weighting can be applied within the window resemble the perception of human visual system [89]. Using edge-preserving filters such as bilateral filtering in aggregation allows reconstruction with sharp depth discontinuities [61]. Some other methods project each small patch of the hypothesized 3D surface onto the input images and aggregate the matching scores between the pixel values of the projected patches [23].
2.2.3 Shape prior

As suggested by the previous section, aggregations can imply underlying shape assumptions which result in biases in the reconstruction results, such as fronto-parallel bias. Other biases can be introduced by the reconstruction algorithm itself. Space carving [65] and its variants produce the largest photo-consistent scene reconstruction known as the “photo hull” while the level-set based methods typically converge to the minimal photo-consistent surface.

The assumption made about the underlying shape, implicitly or explicitly, is the shape prior that helps disambiguate the stereo matching. Explicit shape prior can be used as the reconstructed model such as the piecewise planar patch model [28], in which the input reference image is over-segmented into super-pixels based on color and each segment is reconstructed as a planar patch in the final model. Planar prior is simple but not the optimal model in terms of human perception. Ishikawa and Geiger [31] argued that second order priors that encourages the smoothness of second derivative on the surface is closer to human visual system. This idea proved to achieve better results than planar or first order priors [9, 82].

In general, shape priors are more important for plausible reconstruction if the input is insufficient and the problem is rather ill-posed. In contrast, with more views provided to the stereo reconstruction system, the reconstruction is more constrained and thus shape priors are less important.

In the next section, we will investigate into the reconstruction methods using stronger and more specific shape priors.

2.3 Model Fitting

The output from most of the 3D acquisition systems is usually noisy and incomplete due to reconstruction error and occlusion. Specific knowledge about the underlying model can help to consolidate the noisy and incomplete 3D data into complete, consistent and concise representations by model fitting.

Assuming that the reconstructed surface is watertight and smooth, deformable models can be used to consolidate the input data. In an early seminal work [33], Kass et al. proposed the snake model for robust image segmentation by minimizing a combination of data fitting and smoothness energies. This has been extended to model 3D objects by fitting a deformable mesh inside the matching volume during multi-view stereo reconstruction [20]. In a similar fashion, Duan and Qin
[19] introduced intelligent balloon to fit the input point cloud with an expanding deformable model from inside to yield watertight geometry of arbitrary topology.

Architecture exhibits regularity, symmetry and hierarchy which can be well formulated by generative models. “SmartBoxes” is introduced by [55] to interatively reconstruct urban architectures with regular box-like structures. The symmetric recurrences of planar elements in architectural structures can also be detected and consolidated using model fitting [98]. Using constructive solid geometry (CSG) with volumetric primitives, Xiao and Furukawa demonstrated a system [85] to reconstruct the indoor scenes in the museums from 3D point clouds. Wu et al. [84] introduced a system to infer the schematic representation of swept surfaces for an architecture.

More specific models can be applied to fit corresponding input data. Blanz et al. [8] proposed a morphable face model based on a database of captured face models to fit any input image of face. 3D Scan data of trees can also be fit with a tree skeletal model for consolidation [44]. Using a generalized cylinder model, “Arterial Snakes” is proposed to reconstruct delicate interleaving man-made structures [42].

2.4 Hair Capture

Human hair typically consists of hundreds of thousands of hair strands. The hair strands grow from the follicles on the scalp and form smooth, wavy or curly shapes depending on various physical properties and the growing dynamics of the hair. Hair can be categorized into three main classes based on ethnic groups: Asian hair, African hair and Caucasian hair. Asian hair strand has a circular cross-section and appears smooth, whereas African hair strand has elliptical cross-section and looks irregular. Caucasian hair ranges from smooth to highly curly hair with varying regularity in cross-sections. The high variability of color, curliness and physical properties among the hair of different ethnic groups of people, combined with countless processes to stylize hair through cutting, shearing, perming, combing and dyeing, creates the amazingly wide spectrum of hairstyles in the real world that contribute to the identification of each individual human being.

Hair capture concerns about the reconstruction of hair geometry from the input hairstyles. Besides the high variability of real-world hairstyles, there are a few other challenges that make hair capture a difficult problem. The first is the sheer number of hair strands that need to be considered in the reconstruction of a complete hairstyle, typically in hundreds of thousands. Also, hair’s strand-like geometry is in contrast to the surface-like geometry of most conventional objects that allows convenient patch-based continuity assumption in the reconstruction. Finally, hair’s non-
diffuse appearance is challenging to many reconstruction methods that assume view independent appearance.

Many existing hair capture methods strive to reconstruct individual hair strands based on the orientational and structural continuity along the strands. This type of methods usually work for hair with limited density in a limited working volume and require complex capture setups or lengthy capture sessions.

On the other hand, capturing individual hair strands is usually not necessary for many applications and infeasible in practice due to limited acquisition resolution and occlusion. As a result, many hair capture methods seek to reconstruct a hair volume in which hair strands are grown or synthesized to match the input hairstyles. This type of methods are more scalable to capture the complete hairstyle and more flexible on the acquisition setups.

In this section, we first elaborate the concepts and common techniques related to hair orientation as often used in the literature of hair capture. We then investigate into both types of hair capture methods that reconstruct hair geometry on the hair strand and hair volume levels.

2.4.1 Hair orientation

Hair orientation is an important concept for hair capture because it provides a distinctive feature for hair reconstruction and indicates the direction for hair’s structural continuity. Hair orientations are usually first computed from the input hair images as 2D orientation maps and then extended to a 3D orientation field based on the reconstructed 3D hair geometry.

2D orientation map. A popular image-based method to compute 2D orientation map is proposed in [57] and has been since adopted by many following methods. The idea is to convolve the image with a bank of rotated anisotropic filters and the orientation is selected as the one with the maximum response. To be specific, $K_\theta$ is a filter generated by rotating an $x$-aligned anisotropic kernel $K$ by $\theta$. The 2D orientations $\ell(x, y)$ at each pixel $(x, y)$ for the input hair image $I(x, y)$ is then computed as follows:

$$\ell(x, y) = \arg\max_\theta |K_\theta * I|(x, y). \quad (2.1)$$

An example of input image and the computed 2D orientation map is shown in Figure 2.1.

3D orientation field. If the 3D hair geometry is known, e.g. a point cloud, the 3D orientation $\ell_p$ at each point $p$ can be computed by intersecting two projected planes $\pi_1$ and $\pi_2$ passing the 2D orientations $\ell_1$ and $\ell_2$ at the respective projected points as shown in Figure 2.1.
Figure 2.1: A hair image (left) is used to compute the 2D orientation map (middle). A 3D orientation can be determined by two 2D orientations (right). Figure reproduced from [14, 58].

A more robust method is to take into account all the visible views and compute the most probable 3D orientation based on the projected 2D orientations. To be specific, let $n_i$ be the normal of the plane passing the camera center and the 2D orientation at the projected point on $i$-th visible view. Then the 3D orientation $\ell_p$ can be computed as:

$$
\ell_p = \arg \max_\ell \sum_i (n_i \cdot \ell)^2, \quad \text{subject to $\|\ell\| = 1$, (2.2)}
$$

In most 3D acquisition system, occlusion causes incomplete reconstruction and missing geometry. As a result, only the 3D orientations on the outer visible hair can be estimated from the images and extrapolation is needed to handle the rest of the invisible hair volume. One popular method as proposed in [58] is to extrapolate the 3D orientations from the 3D orientations at the visible points by isotropic diffusion. To be specific, the orientations in the holes is the solution to the heat equation given the orientations at the visible points as the boundary condition:

$$
\frac{\partial O}{\partial t} = \frac{\partial^2 O}{\partial x^2} + \frac{\partial^2 O}{\partial y^2} + \frac{\partial^2 O}{\partial z^2},
$$

where $O$ is the structure tensor of the 3D orientation as will be detailed shortly. An simple iterative scheme can be applied to solve this equation by updating the orientation at each point in the hole by its laplacian. The structure tensor is useful to average or interpolate orientations with the $\pm \pi$ directional ambiguity. Formally, we define orientation $\ell$ as a unit vector and the interpolation between orientations $\ell_1, \cdots, \ell_n$ with weights $w_1, \cdots, w_n$ can be posed as a maximization problem:

$$
\bar{\ell} = \arg \max_\ell \sum_i w_i (\ell_i^T \ell)^2 = \arg \max_\ell \ell^T (\sum_i w_i \ell_i \ell_i^T) \ell, \quad \text{subject to $\|\ell\| = 1$, (2.4)}
$$
where we can define $O = \sum_i w_i \ell_i \ell_i^T$ as the structure tensor, and the interpolating orientation $\tilde{\ell}$ is the maximizer for $\ell^T O \ell$. Note that the $\pm \pi$ directional ambiguity is eliminated by the squaring in Eq. 2.4.

### 2.4.2 Capturing hair strands

Structured light systems have been successfully applied to efficiently capture a variety of objects by corresponding and triangulating the time and space coded patterns on the object surface. This requires the reconstructed surface to be continuous and well-defined. However, hair geometry consists of a large set of thin and scattered strands and as a result the projected patterns on different strands can correspond to the same pixel on the triangulating camera, leading to ambiguity and failure of the triangulation.

Other active stereo methods, such as sweeping a plane of light, can work for hair without causing the correspondence ambiguity at the cost of lengthier capture process. One such system is introduced in [58] (Figure 2.2), which uses 3 projectors, 16 cameras and multiple LED lights mounted on a geodesic dome to capture a complete hairstyle on the strand level. The projectors and the cameras are fully calibrated and the positions of the hair strands can be uniquely triangulated by intersecting the ray of light from each bright pixel and the plane of light projected from the projectors. The result is a point cloud of the positions of the strands. The point cloud is then augmented with a volumetric 3D orientation field in order to generate the final hair strands. Finally, the algorithm synthesizes hair strands to match the input hairstyle with a straightforward growing scheme. To be exact, hair strands are originated from the sample root points on the scalp and then iteratively extend to the next point according to the 3D orientation $\ell$ at the current point by a certain step. The iteration stops if the predefined number of steps is reached followed by a check to retain the segment from the root point to the last visible point or to remove the entire strand if no visible
Jakob et al. [32] proposed a passive system to scan the hair strand geometry by sweeping the shallow depth-of-field of a macro lens through the hair volume (Figure 2.3). More specifically, a camera with a macro lens is mounted on a translation stage and takes photos of a hair assembly on a range of depths. The hair assembly is rotated around an axis vertical to the stage allowing the photos to be captured in different view angles (24 in this work). The method first detect in-focus hair strands at each depth plane by tracing the ridges using a scheme similar to Canny edge detector, the resulting ridges then span to form 3D ribbons within continuous range of in-focus depths. The ribbons from different views intersect each other and identify the paths of individual hair strands. The proposed system proves to be accurate enough to capture individual hair strands in a loose hair assembly. However, for hairstyle with high amount of strands packed densely, the system fails to reproduce the hair structure because individual hair strands are hard to be tracked and resolved from each other.

Another passive approach to capture facial hair geometry is introduced by Beeler et al. [3] (Figure 2.4). The proposed system uses a similar setup to [2] that employs 8 DSLR cameras to capture high resolution images revealing individual facial hair fibers. Because the system is single-shot, the acquisition process is very efficient since it only requires the time of one synchronized shot from all the cameras. The key idea is to perform stereo matching on the hair strands. The algorithm begins with a usual image-based hair strand detection on the reference image. The detected strands are then projected to visible camera views to search for matched strands along the epipolar lines. This leads to the search for a curve with the highest score in a matching matrix in which each entry is a matching score for each point on the detected strand with each depth in the search range. Note that the facial capture system in [2] is capable of reconstructing an approximate surface to the facial plane of focus and the reconstructed point cloud.

![Figure 2.3: Scanning hair strands by sweeping the shallow depth-of-field of a macro lens [32]. In-focus strands form ribbons and intersect themselves from different views to reveal the paths of 3D strands. Figure reproduced from [32].](image)
hair region, the search can be effectively limited to a depth range near this reconstructed surface. A refinement step is then performed to connect close segments, merge overlapping segments and remove duplicate segments. Although the system can reconstruct sparse facial hair accurately, it is difficult to scale the method to capture dense and full-head hairstyles limited by camera resolution and increased ambiguity in strand matching.

One promising approach to volumetric reconstruction of hair strand geometry is computer tomography (CT) scan (Figure 2.5). CT scan has been recently applied to capturing fabric samples for yarn-level volumetric appearance models in [96, 97]. To reconstruct the yarn-level structures, an 3D orientation field is first computed using a filtering scheme similar to [57]. The yarn structures are then tracked from the endpoints on the boundary following both the orientation field and the center of mass in the volumetric density field output from the CT scan. The endpoints can be automatically detected using a k-means clustering step. Although micro CT scanners are recently increasing in availability, the scanning volume is limited to small material samples. To scan a full-head hairstyle, full scale CT scan is required at the cost of increasing acquisition budget and time.

2.4.3 Capturing hair volume

The previous section describes various existing techniques to obtain strand-level hair geometry. For many practical applications, however, reconstructing hair geometry at strand-level is an over-kill.
These applications may include gaming, teleconferencing and augmented reality that prioritize more on performance than model accuracy.

Many hair capture methods thus seek to reconstruct the hair volume that reflects the overall hair structures at a coarser level. The hair strands are synthesized inside the reconstructed hair volume following the orientation field to match the input hairstyle.

Paris et al. [57] proposed a method to estimate a 3D orientation field from the hair highlights under a moving light source with known trajectory (Figure 2.6). The orientation field is then used to grow the hair strands from a fit scalp inside the visual hull. The algorithm first compute the 2D hair orientation maps using the rotated filters. The key insight to extend these 2D orientation maps to 3D is to estimate the normal vectors of the hair strands by detecting the specular peak under the illumination of a moving light source with known trajectory. The specular peak of a hair strand occurs in the standard reflection direction with a slight bias toward the root based on the hair scattering model [50]. Constrained by the 2D orientation, a known normal vector then determines the 3D orientation of a hair strand. Note that to avoid the degenerate case where the light motion is perpendicular to the hair strand, two orthogonal light movements are performed to ensure that at least one light movement is usable.

Using more images can help to compute 3D orientation field and hair geometry without special illumination. Wei et al. [80] introduced a method to capture hairstyles using about 30 images under general lighting. The method employs a similar approach to [57] to grow hair strands inside the visual hull to develop the captured hair volume. However, their key insight is to use the cross-view orientation consistency to constrain the growing in order to improve the reconstruction accuracy. To be specific, if a 3D hair strand segment is on the captured hairstyle, its projected 2D strand
segments on three views $i, j, k$ should satisfy the following constraint:

$$A_i^T a_i \cdot (A_j^T a_j \times A_k^T a_k) = 0. \quad (2.5)$$

where $A_i^T$ is the $3 \times 3$ submatrix of the projection matrix $P_i = (A_i | t_i)$ and the projected segment lies on a line $a_i x = 0$ on corresponding view. This equation can be seen as the coplanarity of the normals $n_i$ of the projection plane passing the camera center and the 2D hair strand segment and $n_i = A_i^T a_i$.

Beyond measurement using visible light, thermal imaging is also applied to reconstructing the hair volume in light of the infrared radiation from the human head [27] (Figure 2.7). The input to the system is a video taken around the hairstyle using a thermal camera. After the images are registered, the visual hull is reconstructed and refined using multi-view stereo on a coarse level. The method then takes the advantage of the relationship between the temperature and the distance to the scalp to further refine the hair volume on a fine level. This refinement is 10 times more efficient than full-resolution stereo reconstruction. In the end, the algorithm produces a hair model by growing the hair strands from the scalp following the hair boundary and the orientation field. The limitations of the method include that the thermal camera generally has lower resolution than normal camera and that the temperature feature becomes less distinctive for long and voluminous hairstyles.

Chai et al. [14] demonstrated a system to reconstruct a 3D hair model from a single portrait image using prior knowledge of generic human head model and strand-level smoothness. The system first performs user-assisted hair segmentation and fits a generic head model to the input image. 2D hair strands are then extracted and solved for their optimal depths in 3D space given the positional...
constraint to the fit head model and the strand-level smoothness between the strands. The result is a 3D hair strand model that enables various applications for image manipulation such as hairstyle editing, transfer and novel view synthesis.
Chapter 3

Multi-View Hair Capture Using Orientation Fields

Orientation is a key feature for human hair. In this chapter, we investigate into the idea of using orientation as the matching metric in multi-view stereo for hair capture. Our key insight is that while color appearance is view-dependent due to hair’s specularity, orientation is more robust across views. Orientation similarity also identifies homogeneous hair structures that enable structure-aware aggregation along the structural continuities, yielding hair reconstruction with detailed structures.

Figure 3.1: We begin with many high-resolution photographs (with unconstrained lighting), compute an orientation field for each, and perform multi-view stereo matching using a metric based on orientation similarity. The resulting depth maps show high-resolution details of hair strands and we integrate them into a single merged model. In contrast, conventional multi-view stereo algorithms and merging techniques [23, 34] fail at capturing the fine hair structures.
3.1 Introduction

Despite its aesthetic importance in defining a person’s look, the reconstruction of realistic hair is often neglected in methods for 3D acquisition. Hair is one of the most challenging objects to capture using standard computer vision techniques. Occlusions are omnipresent, and hair’s strand geometry precludes general surface-based smoothness priors for stereo (e.g., [82]). Besides, the highly specular nature of hair fibers [50] is not well modeled by standard appearance models. Even the latest facial reconstruction techniques (e.g., [2]) exclude hair from the region of interest, and so hair modeling largely remains a manual task in practice [54]. Dedicated acquisition methods have been proposed [58, 32], but they rely on scanning rigs that are costly and difficult to build. Furthermore, these methods require lengthy capture sessions that limit their suitability to treat hair in motion. While Hair Photobooth is perhaps the best example of this approach, we argue that in fact all active illumination methods will be challenging to apply to hair capture, especially in the dynamic setting. Single-frame methods such as noise patterns are ineffective because of the complex geometry and occlusion of hair, while multi-frame structured light methods such as Gray codes fail for moving hair.

To address these difficulties we investigate a single-shot passive multi-view stereo approach that requires only consumer-level hardware and produces results on par with or superior to existing techniques.

Naively applying existing stereo techniques fails because hair is specular, and hence, observed color varies quickly with changes in viewpoint. Our key insight is that hair orientation (which can be computed using a filter bank of many — e.g. 180 — oriented Difference-of-Gaussians (DoG) kernels) is a stable feature across nearby viewpoints and can be used as a reliable matching criterion. We
leverage this idea by defining a stereo matching metric based on similarity of local orientation that is insensitive to local changes in brightness. We further improve matching robustness by aggregating local evidence with a scheme that accounts for the local hair structure; i.e., we aggregate matching costs along strands but not perpendicular to them. We incorporate the resulting matching score into a coarse-to-fine multi-view stereo framework based on Markov Random Fields (MRF). We operate on small sets of nearby viewpoints at a time to minimize the effect of inter-view differences in foreshortening, then merge all the resulting depth maps into a globally consistent detail-preserving model of the whole head of hair.

We demonstrate that our approach can handle a wide variety of hairstyles, that strands can be grown within the reconstructed hair volume which is suitable for rendering, and that our approach is capable of capturing hair in motion when using video cameras. We quantitatively evaluate the precision of our approach using synthetic data.

3.1.1 Related Work

Multi-view stereo has received significant attention [68] but applying a generic algorithm to hair images yields unsatisfying results, as we illustrate in Figure 3.6.

A few dedicated techniques have been designed to capture hair. Paris et al. [57] introduced the idea of estimating the orientation of hair in images, coupled with an analysis of the highlights on the hair. This analysis requires a light source to move along predefined known trajectories. Paris et al. [58] later described Hair Photobooth, a complex system made of several light sources, projectors, and video cameras that captures a rich set of data to extract the hair geometry and appearance. Jakob et al. [32] showed how to capture individual hair strands using focal sweeps with a camera controlled by a robotic gantry. While accurate, these active techniques are expensive and the capture is inherently slow because of their design. For example, the method of Paris et al. [58] relies on time multiplexing and requires thousands of images for a single reconstruction. Similarly, Jakob et al. [32] uses many input photographs with a sweeping focus plane across the hair volume.

Wei et al. [80] proposed a purely passive technique based on several handheld photographs. Their approach also relies on hair orientation fields, but uses a coarse visual hull as the approximate bounding geometry for hair growing.

The numerical accuracy of existing hair acquisition techniques remains unexplored since only visual evaluations were conducted. We address this shortcoming by performing ground-truth analyses using synthetically generated data (see Section 3.5).
3.1.2 Contributions

Compared to previous work, we introduce the following contributions:

- a passive multi-view stereo approach to reconstruct finely detailed hair geometry;
- a robust matching criterion based on the local orientation of hair;
- an aggregation scheme to gather local evidence of hair structures;
- a progressive template fitting procedure to fuse multiple depth maps; and
- a quantitative evaluation of our acquisition system.

3.2 Local Hair Orientation

Because hair is highly specular, its color varies quickly when the viewpoint moves, making standard multi-view stereo fail, as shown in Figure 3.6. We address this issue by replacing colors with local orientations. In this section, we describe how we reliably estimate local directions of hair strands.

Paris et al. [57] first introduced dense orientation fields for hair modeling. Our orientation field computation differs from the prior one in that we only consider highlighted hair strands (i.e., positive filter response). We observe in our experiments that reliable orientations are difficult to obtain in
dark regions due to the poor signal-to-noise ratio of negative parts of the filter response. Instead, we recover the orientations in dark regions using available data obtained from the coarser resolution level where more data is aggregated and/or from a finer resolution level where finer and brighter structures are revealed.

Formally, given oriented filters $K_\theta$ generated by rotating an original $x$-aligned filter $K_0$ by angles $\theta \in [0, \pi)$, we define the orientation $\Theta(x, y)$ of image $I$ at pixel $(x, y)$ as $\Theta(x, y) = \arg \max_\theta |K_\theta * I(x, y)|$. To eliminate the $\pm \pi$ ambiguity of the orientation, we map $\Theta$ to the complex domain as in [57] by $\Phi(x, y) = \exp(2i\Theta(x, y))$. We also use the (nonlinearly mapped) maximum response $F(x, y) = \max_\theta |K_\theta * I(x, y)|$ as a confidence measure in our stereo algorithm: it captures both the strength of the image intensity and confidence in the orientation, at the filter’s characteristic scale. The power-law mapping enhances weak responses and improves reconstruction quality. We use $\gamma = 0.5$ for all our datasets. Finally, our orientation field $O(x, y)$ is defined by taking the product of $\Phi(x, y)$ and $F(x, y)$, where the maximum filter response was positive:

$$O(x, y) = \begin{cases} F(x, y) \Phi(x, y), & \max_\theta (K_\theta * I(x, y)) > 0 \\ 0, & \max_\theta (K_\theta * I(x, y)) \leq 0 \end{cases}$$ (3.1)

We select a DoG filter for $K_0$. Specifically, $K_0(x, y) = (G_\sigma(x) - G_{\sigma'}(x)) G_{\sigma''}(y)$, where $G_\sigma$ is a 1D zero-mean Gaussian with standard deviation $\sigma$. We use filters 1 degree apart, for a total of 180 filters.

Next, we describe a coarse-to-fine optimization strategy that requires orientation fields at multiple resolutions. We generate these fields with a pyramid structure to accelerate the computation: we recursively downsample the image for coarse levels in the pyramid and apply each oriented filter $K_\theta$. We use a fixed sized $K_\theta$ with $\sigma = 0.5$, $\sigma' = 1$ and $\sigma'' = 4$ for all levels of the orientation field. The multi-resolution oriented pyramid is visualized in Figure 3.3.

### 3.3 Partial Geometry Reconstruction

In this section, we assume that we have a set of images of the hair from a few nearby viewpoints. We will discuss in Section 3.5 the specific setups we have used in our experiments. For now, we focus on reconstructing the partial geometry of the hair seen from these viewpoints. In Section 3.4 we will describe how to merge the pieces coming from several groups of cameras to form a full head of hair.
We formulate the partial reconstruction process as an MRF optimization based on the computed orientation fields, i.e., we seek to reconstruct the geometry that best explains the orientations observed in each view. To make this process robust, we use a coarse-to-fine strategy and locally aggregate evidence using a scheme inspired by [60].

We reconstruct a depth value \( D(p) \) for each pixel \( p \) of the center reference view using orientation fields computed from all cameras. The reconstruction volume is bounded by the nearest and farthest depths, \( d_{\text{near}} \) and \( d_{\text{far}} \).

### 3.3.1 Energy Formulation

We use an MRF energy minimization framework to optimize for \( D \). The total MRF energy \( E(D) \) with respect to \( D \) consists of a data term \( E_d(D) \) and a smoothness term \( E_s(D) \):

\[
E(D) = E_d(D) + \lambda E_s(D),
\]

where \( \lambda \) is the smoothness weight. The data energy is the sum of the per-pixel data cost \( e_d(p, D) \) for each pixel \( p \) of the reference view while the smoothness energy is the weighted sum of the depth deviation between \( p \) and its 4-connected neighbors \( N(p) \):

\[
E_d(D) = \sum_{p \in \text{pixels}} e_d(p, D)
\]

\[
E_s(D) = \sum_{p \in \text{pixels}} \sum_{p' \in N(p)} w_s(p, p') \left| D(p) - D(p') \right|^2.
\]

The MRF cues \( w_s(p, p') \) encode different depth continuity constraints between adjacent pixels \( p \) and \( p' \). To enforce a strong depth continuity along the hair strands where orientations are similar, we define \( w_s(p, p') \) as a Gaussian of the orientation distance in the reference image:

\[
w_s(p, p') = \exp \left( -\frac{|O_{\text{ref}}(p) - O_{\text{ref}}(p')|^2}{2\sigma_o^2} \right).
\]

The parameter \( \sigma_o \) controls the constraint sensitivity and is set to \( \sigma_o = 0.15 \) for all our datasets.

Similar to [63], we formulate the data term \( e_d \) based on the multi-resolution orientation field computed in Section 3.2. We define \( e_d \) as the sum of the matching costs \( e_d^{(l)} \) of each level \( l \) from the
orientation field for all views:

\[
e_d(p, D) = \sum_{l \in \text{levels}} e_d^{(l)}(p, D)
\]

\[
e_d^{(l)}(p, D) = \sum_{v \in \text{views}} c_v(O_{\text{ref}}^{(l)}(p), O_v^{(l)}(P_v(p, D))),
\]

where \(O_{\text{ref}}^{(l)}\) and \(O_v^{(l)}\) are the orientation fields at level \(l\) of the reference view and of adjacent view \(v\), respectively. \(P_v(p, D)\) is the projection of the 3D point defined by the depth map \(D\) at pixel \(p\) onto view \(v\). The cost function \(c_v\) for adjacent view \(v\) is defined as:

\[
c_v(O, O') = -\Re\{O^*O' \exp(2i(\phi_{\text{ref}} - \phi_v))\},
\]

where \(\Re(z)\) denotes the real part of a complex number \(z\), \(\phi_{\text{ref}}\) and \(\phi_v\) are the angles between image x-axis and the vector from the image principal point to the epipole of the other view for reference view and adjacent view \(v\). Intuitively, \(c_v(O, O')\) measures the deviation of the orientation fields for corresponding pixels as the negative correlation of the two orientation vectors \(O\) and \(O'\), and the correction factor \(\exp(2i(\phi_{\text{ref}} - \phi_v))\) compensates for the influence of the camera pair’s different tilting angles on the orientation field comparison.

The data term \(e_d(p, D)\) is a function on the volume defined by the pixel image of the reference view and each possible depth value \(d\) in the interval \([d_{\text{near}}, d_{\text{far}}]\)

### 3.3.2 Structure-Aware Aggregation

To improve robustness and adaptivity of the data term energy to the local structure of the orientation field, we perform cross guided filtering [26] on each level \(l\) based on the orientation field of the reference view on that level. This process builds upon the idea of structure-aware aggregation introduced by Yoon and Kweong [89] for stereo and applied to other problems by Rhemann et al. [60]. However, none of these techniques can be directly applied to hair because they rely on color data. We address this issue in the rest of this section.

Before the data energy of each level \(e_d^{(l)}(p, D)\) is summed in 3.5, each data energy at depth \(D\) of pixel \(p\) in the energy volume is aggregated as a weighted average of data energies of neighboring pixels \(p'\):

\[
e_d^{(l)}(p, D) \leftarrow \sum_{p' \in \omega_p} W^{(l)}(p, p') e_d^{(l)}(p', D),
\]

where \(W^{(l)}(p, p')\) is the guided filter weight and \(\omega_p\) is a local window centered at \(p\).
Figure 3.4: The stages of depth map refinement improve reconstructed quality. The reference input image (a). The surface reconstructed from the initial MRF-optimized depth map (b) shows quantization artifacts that are removed by sub-pixel refinement (c). A post-reconstruction guided filtering step further improves quality (d).

Generalizing the expressions derived in [26], we define the weight \( W^{(l)}(p, p') \) based on the orientation field:

\[
W^{(l)}(p, p') = \frac{1}{|\omega|^2} \sum_{k:(p,p') \in \omega_k} \left( 1 + \frac{\Re[(O(p) - \mu_k)^*(O(p') - \mu_k)]}{\sigma_k^2 + \epsilon} \right),
\]

(3.8)

where the summation is over all pixels \( k \) such that \( p \) and \( p' \) are in a local window \( \omega_k \) around \( k \), \( |\omega| \) is the number of pixels in the window, \( \epsilon \) controls the structure-awareness based on the orientation, and \( \mu_k \) and \( \sigma_k \) are the average and standard deviation of orientation, respectively, within \( \omega_k \).

Note that the computation in Equation (3.7) can be done efficiently regardless of the size of \( \omega_k \) [26]. This enables efficient aggregation with large-kernel windows on high resolution datasets. We use 7 \( \times \) 7, 11 \( \times \) 11, and 15 \( \times \) 15 kernel windows for the 3 levels of orientation fields, and we set \( \epsilon = 0.1^2 \) for all of our examples.

After aggregation, the resulting energy in Equation (3.2) can be efficiently minimized by graph cuts [11].

### 3.3.3 Depth Map Refinement

We employ a sub-pixel refinement technique similar to [2] to refine the integer depth map optimized by graph cuts. To be specific, for each pixel \( p \) on the reference view and its associated depth \( D(p) \), we look up its data cost \( e_0 = e_d(p, D(p)) \) and the data cost \( e_{-1} = e_d(p, D(p) - 1) \) and \( e_{+1} = e_d(p, D(p) + 1) \) for the adjacent depth values \( D(p) - 1 \) and \( D(p) + 1 \). The subpixel depth
$D'(p)$ is computed as:

$$D'(p) = \begin{cases} 
D(p) - 0.5, & e_{-1} < e_0, e_{+1} \\
D(p) + 0.5 \frac{e_{1} - e_{+1}}{e_{-1} - 2e_0 + e_{+1}}, & e_0 < e_{-1}, e_{+1} \\
D(p) + 0.5, & e_{+1} < e_0, e_{-1}
\end{cases} \quad (3.9)$$

We then apply guided filtering once again on the depth map based on the finest orientation level to further reduce the stereo noise with the same weights as in Equation 3.8:

$$D'(p) \leftarrow \sum_{p' \in p} W(p, p') D'(p'). \quad (3.10)$$

Figure 3.4 shows how the reconstructed surface evolves after applying each of the refinement steps discussed above. Note the importance of subpixel refinement, without which the features are overwhelmed by quantization artifacts. The post-reconstruction guided filtering step increases surface quality modestly, but is not a replacement for the structure-aware aggregation.

### 3.4 Final Geometry Reconstruction

The previous section described how we produce a set of partial reconstructions (depth maps) of the hair volume using small groups of nearby views. We combine these into a model of the full head of hair by aligning and merging these pieces.

We begin by forming a coarse template that establishes the topology and overall geometry of the merged reconstruction. This step accounts for the fact that different depth maps see different portions of the hair and, in overlapping regions, may have misalignment. We use Poisson surface reconstruction [34] on the union of all input points, but restrict the depth of the octree to level 6 (i.e., reconstructing the surface at a resolution of $2^6 \times 2^6 \times 2^6$ voxels) in order to capture only the coarsest geometry of the hair.

We then form a refined template by deforming the coarse template towards each of the original depth maps, moving along each depth map’s line of sight. The warping is done using a graph-based non-rigid registration algorithm [43] that maximizes local rigidity, so that missing data in each depth map does not result in a bumpy surface, and so that the amount of deformation may be controlled (i.e., regularized). We repeat this deformation step by reinitializing its rest energy state 10 times,
reducing the amount of regularization for later iterations. The resulting template effectively averages the shape of all the input depth maps where they overlap, while remaining smooth.

The final mesh is obtained by re-introducing high-frequency details from the depth maps onto the refined template. This is done using a more efficient linear deformation model also described in [43] where the high-frequency details are represented as offsets along the mesh vertex normals.

We have found that this three-stage process successfully combines the goals of establishing a consensus topology (rejecting spurious disconnected components), averaging geometry in overlapping regions, and maintaining the details present in the original depth maps to the maximum extent possible (Figure 3.5). In contrast, previous (single-step) surface merging algorithms average away details in the presence of misalignment in overlap regions, and are often unable to cope with spurious topology.

3.5 Evaluation

We demonstrate the performance of our approach using a variety of setups. First, we show results for a large (8 × 4 camera positions) set of high-resolution (21 Mpix) images of static subjects: wigs. We use a robotic camera gantry for our setup, fix a wig on the central turn table, and use a Canon EOS 5D Mark II SLR camera to capture images (Figure 3.2). The arm of the gantry is about 60cm long and can be rotated freely, horizontally and vertically, to arbitrary latitudes and longitudes around the hair.

The camera is positioned in groups to obtain aggregate views of the hair for the depth map computation in Section 3.3. Each group consists of four different camera positions in a T-pose: center, left, right and bottom. Each position is 10 degrees apart from the neighboring position in
Figure 3.6: Qualitative evaluation on the two real captured datasets of different hair styles (a) between the state-of-the-art multi-view stereo methods: PMVS + Poisson [23, 34] (b) and our method (c). Note that our method preserves hair strand details.

Figure 3.7: Reconstruction results on different levels. From left to right the resolution of the depth map increases from 0.4M to 1.5M and 6M pixels, respectively.

terms of gantry arm rotation. The left and right cameras in the T-pose provide balanced coverage with respect to the center reference camera. Since our system employs orientation-based stereo, matching will fail for horizontal hair strands (more specifically, strands parallel to epipolar lines). To address this problem, a bottom camera is added to extend the stereo baselines and prevent the “orientation blindness” for horizontal strands.

We use 8 groups of 32 views for all examples in this work. Three of these groups are in the upper hemisphere, while a further five are positioned in a ring configuration on the middle horizontal plane, as shown in Figure 3.2. We calibrate the camera positions with a checkerboard pattern [95], then
perform foreground-background segmentation by background color thresholding combined with a small amount of additional manual keying. A large area light source was used for these datasets.

**Qualitative Evaluation**  The top two rows of Figure 3.11 show reconstructions for two different hairstyles, demonstrating that our method can accommodate a variety of hairstyles—straight to curly—and handle various hair colors. We also compare our results on these datasets with [23] and [34] in Figure 3.6. Note the significant details present in our reconstructions: though we do not claim to perform reconstruction at the level of individual hair strands, small groups of hair are clearly visible thanks to our structure-aware aggregation and detail-preserving merging algorithms.

In Figure 3.7 and Figure 3.8, we show how our reconstruction algorithm scales with higher resolution input and more camera views. Higher resolution and more views greatly increase the detail revealed in the reconstructed results.

**Quantitative Evaluation**  To evaluate our reconstruction accuracy quantitatively, we hired a 3D artist to manually create a highly detailed hair model as our ground truth model. We then rendered 8 groups of 32 images of this model with the same camera configuration as in the real capture session. We ran our algorithm on the images and compared the depth maps of our reconstruction and the ground truth model from the same viewpoints. The results are shown in Figure 3.9. On average, the distance between our result and the ground truth model is 5 mm, and the median distance is 3 mm. We also ran a state-of-the-art multi-view algorithm [23, 34, 2] on the synthetic dataset, and the statistics of its numerical accuracy are similar to ours. However, as shown in Figure 3.9, their visual appearance is a lot worse with the presence of blobs and spurious discontinuities.

**Timings**  Our algorithm performs favorably in terms of efficiency. On a single thread of a Core i7 2.3GHz CPU, each full-resolution (1404 x 936) depth map reconstruction takes 4.5 minutes. Multiple depth map reconstructions can be easily parallelized using more cores. In the final geometry
Figure 3.9: We evaluate the accuracy of our approach by running it on synthetic data (a), (f). The result is shown in (b), and is overlaid to the synthetic 3D model in (c). The difference between our reconstruction in the ground-truth 3D model is on the order of a few millimeters (d). We show a horizontal slice of the depth map in (e): the ground-truth strands are shown in red and our reconstruction result in blue. Compared to PMVS + Poisson [23, 34] (g) and [2] (h), our reconstruction result (i) is more stable and accurate.

reconstruction stage, the coarse template reconstruction (via Poisson) takes on average 30 seconds, template refinement 5 to 6 minutes, and final detail synthesis 20 seconds. In comparison, the Hair Photobooth [58] timings are on the order of several hours.

**Dynamic Hair Capture**  A major advantage of our approach over previous work [58, 32] is that, being completely passive, it is amenable to simultaneous multi-view acquisition. This paves the way towards capturing hair in motion. As a proof of concept, we built a dynamic capture setup made of 4 high-speed video cameras capturing $640 \times 480$ pixels at 100 frames per second. Figure 3.10
shows the reconstruction results of a few sample frames from 4 captured 200-frame videos (see accompanying video for full input videos and the reconstruction results). However, because of the limited resolution of the high-speed video cameras, we were not able to achieve similar quality to our static reconstructions.

3.6 Conclusion and Future Work

We have proposed a passive multi-view reconstruction algorithm based on multi-resolution orientation fields. We demonstrated quantitatively that accurate measurements can be achieved by using orientation-based stereo. Combined with structure-aware aggregation, our method faithfully recovers detailed hair structures that surpass the quality of previous state-of-the-art methods. We also demonstrate the capability of our method to capture hair geometry in motion.

However, there are several limitations in our current method that needs to be addressed in the future. The structure-aware aggregation step, performed on the matching energy volume, imposes a fronto-parallel bias on the reconstruction result. This bias becomes considerable towards the edges of the reconstructed depth map, resulting in spurious and misaligned geometry. A possible solution is to use slanted window matching similar to [12] that fuses information from different depth layers.

As mentioned in Section 3.5, our orientation-based matching metric is “blind” for strands parallel to the epipolar plane. This can be addressed by adding more cameras of different baselines. Although
we have experimented on a few different camera configurations, it still requires further investigation to find out the best possible configuration for our orientation-based hair capture system for optimal coverage of the entire head.

Figure 3.11: Final results for the three datasets (Alice, Lindsay and synthetic) reconstructed using our method. For each, we show one overview and two close-up views along with their reference images.
Chapter 4

Wide-Baseline Hair Capture Using Strand-Based Refinement

Typical hair capture methods involve complex acquisition setups with densely sampled viewpoints. In this chapter, we introduced a wide-baseline hair capture system that requires only 8 camera views to reconstruct a complete full hairstyle using a robust shape refinement scheme called strand-based refinement. Our system gains the robustness against matching ambiguities in the wide-baseline setup by aggregating the matching cost along the long and continuous strands extracted from each input image.

Figure 4.1: We begin with 8 input images from wide-baseline viewpoints, extract and refine the 3D strands (the strands from 3 adjacent views are shown in different colors), and reconstruct the surface from the positions of the refined strands. Our result is robust to the wide-baseline setup and reveals detailed hair structures. In contrast, general multi-view stereo methods based on texture are less accurate [20] or unable to converge in the wide-baseline setup [23].

35
4.1 Introduction

Multi-view stereo methods have been widely used to reconstruct real world objects with ever improving quality [23, 2]. However, hair reconstruction remains one of the most challenging tasks due to many unique hair characteristics. For instance, omni-present occlusions and complex strand geometry preclude general surface-based smoothness priors [82] for hair reconstruction. The highly specular nature of hair [50] also violates the Lambertian surface assumption employed in most multi-view stereo methods. Consequently, many practical systems have either completely avoided hair reconstruction during facial capture (e.g. [2]), or relied on manual input to achieve plausible results [54].

Researchers have explored specialized hardware to facilitate hair capture, such as a fixed camera with moving light sources [58], a stage-mounted camera with macro lens [32], thermal imaging [27], etc. These methods are often costly, and require lengthy capture sessions that limit their applicability to only static hairstyles. An alternative approach is to deploy dense camera arrays that have small baselines. To capture complete full-head hairstyles, it is typical to have 20 to 30 camera views [80, 46, 27]. However, due to the complex hardware setup, it is challenging to adopt many cameras in real-world systems.

In this work, we study hair capture with a wide-baseline camera setup. Merely 8 cameras are used to capture the complete hair geometry, with each adjacent pair of cameras having a large 45-degree wide angular baseline. Under such a setup, stereo matching based on aggregation schemes such as local window or surface patch in existing methods [46, 80] is unreliable and error-prone. Instead, we propose that 3D strand is a better “aggregation unit” for stereo matching in hair reconstruction because it models hair’s characteristic “strand-like” structural continuity and thus yields improved robustness against matching ambiguities in wide-baseline setups. The 3D strands are first generated separately from a 2D strand extraction step in each view and then jointly optimized in a strand-based refinement step. We also introduce a novel formulation of smoothness energy that regularizes the optimization at the strand, wisp and global levels to better account for real hair dynamics, hair wisp structures and cross-view reconstruction consistency.

We quantitatively evaluate our reconstruction method on synthetic hairstyles, and achieve an accuracy of \(\sim 3\)mm. In addition, the approach can handle a wide variety of hairstyles in static images and dynamic sequences, as demonstrated with real examples in the results section and the supplemental materials.
4.2 Related Work

In this section, we review existing technologies for hair capture, including those using dedicated setups and dense camera arrays. In addition, we survey a few traditional multi-view stereo methods that are closely related to the proposed algorithm, including refinement-based reconstruction and wide-baseline stereo.

4.2.1 Hair Capture

A few dedicated systems in the literature have been designed for hair capture. Paris et al. [57] proposed to estimate the hair orientation in images and analyze the highlights on the hair. This analysis requires a fixed camera with a light source moving along a predefined trajectory. Later, Paris et al. [58] presented Hair Photobooth, a complex system made of several light sources, projectors, and video cameras that capture a rich set of data to extract the hair geometry and appearance. Jakob et al. [32] showed how to capture individual hair strands using focal sweeps with a macro-lens equipped camera controlled by a robotic gantry. Recently, thermal imaging has been applied for hair reconstruction to avoid shadowing and anisotropic reflectance [27]. While accurate, these techniques are expensive, and the capture process is usually slow and only applicable for static hairs.

Work has also been done to capture hair with more flexible setups. Wei et al. [80] proposed a technique based on many hand-held photographs. Their approach uses a coarse visual hull as the approximate bounding geometry for hair growing constrained with orientation consistency. Yamaguchi et al. [87] used an array of 12 cameras to capture partial geometry of straight hair in moderate motion. Guided by hair simulation, Zhang et al. [93] reconstructed smooth hair dynamics with 7 cameras. Using only a single view, Chai et al. [14] proposed a method to generate a depth map for convincing view interpolation of different hairstyles. Beeler et al. [3] used a high resolution dense camera array to reconstruct facial hair strand geometry by matching distinctive strands. In contrast with these approaches, our method is capable of reconstructing accurate hair geometry from a wide-baseline sparse camera array.

4.2.2 Related Multi-view Stereo Methods

There have been many multi-view stereo methods presented in the literature [68]. The proposed method belongs to the general category of refining a rough initial geometry (e.g., a visual hull) by optimizing for cross-view consistency. And the consistency is measured in novel ways in order to handle the wide-baseline and challenging hair characteristics.
Space carving [39] reconstructs objects by eliminating voxels in a volume with low photo-consistency across visible views. Inspired by the active contour method [33], many reconstruction methods iteratively refine a rough initial shape (usually the visual hull) to obtain the final reconstruction by optimizing cross-view photo-consistency and surface smoothness. For instance, Hernandez and Schmitt [20] proposed a visual hull refinement method by iteratively minimizing the texture, silhouette and surface smoothness energies. Furukawa and Ponce [22] segmented the initial visual hull into surface areas between the rims and refined each via graph cuts.

Another important line of research for wide-baseline camera setups is to find robust feature correspondences between images. The well-known SIFT descriptor [45] is capable of finding feature points on images with significantly different viewpoints and illuminations. Tola et al. [71] extended the idea of SIFT to find dense correspondences across views for high quality reconstruction. Local regions with view-invariant properties have also been studied such as affinely invariant regions [73] and maximally stable extremal regions [51]. However, due to the lack of reliable texture and corner-like features on hair, it is difficult to apply these methods on hair reconstruction.
Figure 4.3: The overview of our reconstruction method. We take 8 input images from different views and compute the orientation map for each. Using the visual hull constructed from the segmented images, we extract strands on the orientation maps and project them from each view onto the visual hull for strand initialization. Finally we perform strand-based refinement to obtain the final strand positions. The hair surface can then be reconstructed from the refined strands using [34].

4.3 Overview

Given a set of wide-baseline images (see Fig. 4.2 for some sample images), our goal is to compute a shape that best approximates the captured hair volume. We achieve this by refining the positions of a dense set of representative 3D hair strands derived from each camera view.

Fig. 4.3 gives an overview of the various steps involved in our hair capture algorithm. We defer the description of our acquisition setup to Sec. 4.6. To create the initial 3D strands for refinement, we first compute the hair orientation map for each input image, and extract the 2D strands by tracking the confident ridges on the orientation map. The 2D strands are then back-projected onto the visual hull constructed from the segmented foreground of all input images to form the initial 3D strands. An iterative strand refinement algorithm is then applied to optimize the orientation consistency of the projected strands on all the orientation maps. We regularize the optimization with the silhouette constraint as well as a set of specialized smoothness priors for hair. The final hair shape is obtained using Poisson surface reconstruction [34] from the refined 3D strands.

In the rest of the work, we will describe strand initialization in Sec. 4.4, and present the novel strand-based refinement algorithm in Section 4.5. Experimental results and conclusions are given in Sections 4.6 and 4.7, respectively.

4.4 Strand initialization

We first compute an orientation map for each image using the method proposed in [46], which uses a bank of rotated filters to detect the dominant orientation at each pixel. The orientation map is enhanced with 3 passes of iterative refinement to improve the signal-to-noise ratio as in [14]. To
Figure 4.4: The steps of strand initialization in Sec. 4.4. For each input image (a), we compute the orientation map (b). Then we extract strands on the orientation map and project them onto the visual hull for initialization (c).

Further reduce noises in regions with low confidence, we apply the bilateral filtering method in [57] to diffuse the orientations of the high confidence regions.

We then track the confidence ridges of each orientation map (Fig. 4.4(b)) using hysteresis thresholding similar to [14]. The result is a set of poly-line 2D strands consisting of densely sampled vertices in about 1-pixel steps. We back-project each vertex of the resulting 2D strands onto the visual hull to determine the initial position of the 3D strands, as shown in Fig. 4.4(c). Note that the 3D strands are generally over-sampled after back-projection from 2D strands. Thus we down-sample each 3D strand by uniformly decimating the vertices to 20% of the original vertex count in order to reduce the computation cost.

### 4.5 Strand-based refinement

After initializing the 3D strands from the 2D strands in each reference view (the view from which the strands were extracted), we iteratively refine all the strands by optimizing the projected orientation consistency across all visible views with silhouette and smoothness constraints (Fig. 4.5).

The optimization is formulated as an energy minimization problem. The total energy is defined as the weighted sum of a few specific energies, such as orientation energy, silhouette energy and smoothness energy:

\[
E = \sum_\star \alpha_\star E_\star
\]  

where \( \star \) denotes each specific energy term as we will describe in detail in the following sections. All the energy terms are formulated in squared forms so that we can minimize the total energy with efficient non-linear solvers such as Levenberg-Marquardt [49].
Figure 4.5: In strand-based refinement (Sec. 4.5), the strands (first row) are refined over the iterations with their reconstructed surfaces (second row) revealing more hair details.

### 4.5.1 Notations and Definitions

Let $p$ denote a strand vertex on a 3D strand $S$. We use subscript to reference its successor $p_{+1}$ and predecessor $p_{-1}$ on $S$. Similarly, we can define $p_{+0.5}$ as the middle point between $p$ and $p_{+1}$. The strand direction $d(p)$ at $p$ is defined as $p_{+1} - p_{-1}$. The reference view of $p$ is denoted as $R(p)$ and the visibility $V(p)$ of $p$ defines the set of views where $p$ is visible. Since strand visibility is difficult to define exactly during strand refinement, we approximate $V(p)$ by the visibility of its closest point $h(p)$ on the visual hull $H$ during the refinement. It is obvious to see that $p$’s reference view $R(p) \in V(p)$.

We define two different neighborhoods for vertex $p$: the same-view neighborhood $N^+(p)$ and the different-view neighborhood $N^-(p)$, as shown in Fig. 4.6. $N^+(p)$ is defined as the vertices from the same reference view as $p$ and located within a certain 3D Euclidean distance from $p$. Vertices on the same strand as $p$ are excluded from $N^+(p)$. $N^-(p)$ is defined similarly but the neighboring vertices are from different reference views.

Likewise, we define the same-view weight $w^+(p, q)$ between two vertices $p$ and $q$ if $q \in N^+(p)$ and different-view weight $w^-(p, q)$ if $q \in N^-(p)$. The different-view weight $w^-(p, q)$ is simply defined as the Gaussian weight:

$$w^-(p, q) = \exp \left( -\frac{||p - q||^2}{2\sigma^2} \right)$$ (4.2)
where $\sigma_e$ controls the influence radius around the strand vertices and is set to 0.05 of the diagonal length $D$ of the visual hull’s bounding box. The same-view weight $w^+(p, q)$ is a bilateral weight that takes into account both the Euclidean distance and the orientation difference between $p$ and $q$:

$$w^+(p, q) = \exp \left( -\frac{1 - \langle d(p), d(q) \rangle^2}{2\sigma_e^2} - \frac{\|p - q\|^2}{2\sigma_o^2} \right)$$

(4.3)

where $\sigma_o$ controls the influence between strand vertices with similar orientations and is set to 0.5.

The notation $\langle A, B \rangle$ is defined as the cosine of the angle between two vectors $A$ and $B$, i.e., $\langle A, B \rangle \triangleq A \cdot B / (\|A\|\|B\|)$. This applies to both 3D and 2D cases. If either $A$ or $B$ is zero, $\langle A, B \rangle = 1$.

Note that we often use the normalized weights for all the neighbors. We define the normalized same-view weight $\bar{w}^+(p, q)$ and different-view weight $\bar{w}^-(p, q)$ as:

$$\bar{w}^+(p, q) = \frac{w^+(p, q)}{\sum_{q \in \mathcal{N}^+(p)} w^+(p, q)}, \quad \bar{w}^-(p, q) = \frac{w^-(p, q)}{\sum_{q \in \mathcal{N}^-(p)} w^-(p, q)}.$$ 

We also define a “surface” normal $n(p)$ at each strand vertex $p$, which can be computed by finding the eigenvector with the smallest eigenvalue of the covariance matrix $\sum_{q \in \mathcal{N}^+(p)} w^+(p, q)(q - p)(q - p)^\top$.

We use superscript $p^V$ to define the projected 2D point of $p$ on one of the visible views $V \in \mathcal{V}(p)$. During the refinement, the position of $p$ in 3D space is restricted along the ray shooting from the optical center of the reference view $R(p)$ to its projected point $p^{R(p)}$ on the reference view. This ensures that the vertex has the same projection on the reference view, and saves computation cost thanks to the reduced degrees-of-freedom.
4.5.2 Orientation Energy

The orientation energy $E_{\text{orient}}$ is designed to make sure that when a 3D strand is projected onto its visible views, the projected orientations are consistent with those indicated by the orientation maps of those views.

Once we apply the diffusion scheme described in Sec. 4.4 to the orientation map $O^V$ of view $V$, an orientation vector $O^V(p^V)$ is defined at any point $p^V$ in the hair region, otherwise we set $O^V(p^V) = 0$ (Fig. 4.7). We then define an orientation energy term $e^V_{\text{orient}}(p^V)$ for each segment $(p, p_{+1})$ on $S$ as follows:

$$e^V_{\text{orient}}(p^V) = \min \left\{ 1 - \langle p^V_{+1} - p^V, O^V(p^V_{+0.5}) \rangle^2, T_{\text{orient}} \right\}$$  (4.4)

where $T_{\text{orient}} = 0.5$ is a threshold to make the energy robust to outliers with large projected orientation inconsistency. Note that the square in the definition makes it invariant to $\pm 180^\circ$ directional ambiguity.

Finally, we define the orientation energy $E_{\text{orient}}$ as:

$$E_{\text{orient}} = \sum_p \sum_{V \in V(p)} w^V(p) e^V_{\text{orient}}(p^V),$$  (4.5)

where $w^V(p) = \max(\langle n(p), v(p) \rangle, 0)$ is the visibility weight of $p$ with respect to view $V$, and $v(p)$ is the direction from $p$ to the optical center of view $V$.

4.5.3 Silhouette Energy

We also enforce the 3D strands to be within and near the visual hull $H$ using silhouette energy. As illustrated in Fig. 4.8, given $p$’s closest point $h(p)$ on $H$ and $h(p)$’s normal $n_h$, we can define
Figure 4.8: The illustration of silhouette energy. The sign of \((p - h(p)) \cdot n_h\) determines if a point is inside \(H\) and thus the value of \(\beta\) in silhouette energy for \(p_{in}\) and \(p_{out}\).

Silhouette energy \(E_{silh}\) as:

\[
E_{silh} = \frac{1}{D^2} \sum_p \beta \left( (p - h(p)) \cdot n_h \right)^2
\]

(4.6)

where \(\cdot\) represents inner product, and \(\beta\) is used to discriminate the inside and outside cases for \(p\) with respect to \(H\):

\[
\beta = \begin{cases} 
1 & (p - h(p)) \cdot n_h \leq 0 \\
 w_{out} & (p - h(p)) \cdot n_h > 0 
\end{cases}
\]

(4.7)

where \(w_{out}\) is a large penalty \((10^4)\) against the case where the vertex is outside the visual hull \(H\). Note that the diagonal length \(D\) of \(H\)'s bounding box is used to make the energy unit-less. Similar approach is used for unit-less energy formulation in the following sections.

4.5.4 Smoothness Energy

Smoothness energy is formulated at three different levels to better control the smoothness granularity: the strand level, the wisp level and the global level. The formulation for strand level smoothness \(E_{strand}\) stems from the discrete elastic rod model [4] often used in hair simulation that minimizes the squared curvature along hair strands. Further inspired by [14], we take into account the orientation similarity in the bilateral same-view weight \(w^+\) so that the wisp smoothness energy \(E_{wisp}\) can better adapt to the local wisp structures and hair's depth discontinuities. Finally, the global smoothness energy \(E_{global}\) ensures the global consistency of strand geometry across different views.

**Strand smoothness energy**  Inspired by [4], we define the strand smoothness energy as the summation of squared curvature for each vertex along all the strands:

\[
E_{strand} = D^2 \sum_p \text{curv}^2(p)
\]

(4.8)
where curvature is computed as:

\[
\text{curv}(p) = \frac{2}{l_{+1} + l_{-1}} \left\| \frac{p_{+1} - p}{l_{+1}} - \frac{p - p_{-1}}{l_{-1}} \right\|
\]

(4.9)

where \( l_{+1} = \|p_{+1} - p\| \) and \( l_{-1} = \|p - p_{-1}\| \).

**Wisp smoothness energy** We use wisp smoothness energy to enforce a strand vertex and its small same-view neighborhood \( N^+(p) \) within the same wisp to lie on a local plane. We use the orientation similarity to estimate the likelihood of being in the same wisp and encode it in the same-view weight \( w^+ \). The wisp smoothness energy is thus defined as:

\[
E_{\text{wisp}} = \frac{1}{D^2} \sum_p \left( p - \sum_{q \in N^+(p)} \bar{w}^+(p, q) q \right) \cdot n(p)^2
\]

(4.10)

**Global smoothness energy** Finally, the global smoothness energy is defined similarly to the wisp smoothness energy to enforce global refinement consistency through local planar resemblance across different views:

\[
E_{\text{global}} = \frac{1}{D^2} \sum_p \left( p - \sum_{q \in N^-(p)} \bar{w}^-(p, q) q \right) \cdot n(p)^2
\]

(4.11)

### 4.6 Results

We use a camera rig that contains 8 cameras around the subject powered by a single workstation, as shown in Fig. 4.2. The cameras are Point Grey Flea2 FireWire cameras, operating at 600 × 800 pixel resolution and 30 frames per second. A few example images are also shown in Fig. 4.2. We find the current 8-camera setup a good trade-off between reconstruction quality and acquisition complexity for full hairstyle capture. Fewer camera views will push the reconstruction quality towards visual hull due to smaller overlap between views. We also use the hair datasets from [41], but only select 8 images with similar views as our setup from each original dataset for the reconstruction tests.

The same set of energy weights are used for all the results in this work. Note that a relatively small \( \alpha_{\text{silh}} \) is used to de-emphasize the importance of the visual hull on the reconstruction once the shape is inside the visual hull:

\[
\alpha_{\text{orient}} = 2 \times 10^{-2} \quad \alpha_{\text{strand}} = 10^{-4} \quad \alpha_{\text{global}} = 0.5
\]

\[
\alpha_{\text{silh}} = 3 \times 10^{-5} \quad \alpha_{\text{wisp}} = 0.5
\]
Figure 4.9: We evaluate the reconstruction accuracy on three synthetic hair styles (straight, wavy and wavythin, first row). We compute the depth maps of our reconstruction (second row) and compare them with the hair’s. The depth map differences are visualized in coded color (third row). The average reconstruction error is around 3 millimeters.

The reconstruction results for all the examples are shown in Fig. 4.11. Note that we use [23] to reconstruct each subject’s facial area and then merge our hair reconstruction using Poisson surface reconstruction [34]. Our method can accurately reconstruct a variety of hair styles from short to long, from smooth to messy and from unconstrained to constrained. Also, our method is able to faithfully reveal interesting hair structures like wisps and curls. In contrast, general visual hull refinement on color texture [20] loses details (Fig. 4.1). Multi-view stereo methods with weak regularization, such as [23], fail to converge to the correct shape (Fig. 4.1) due to the challenging wide-baseline setup.

Quantitative evaluation To quantitatively evaluate our method, we use the hair models by [90] and render them using the hair appearance model in [50], as shown in Fig. 4.9. The three hair models (straight, wavy, wavythin) in the evaluation are representative for a variety of common hair types. Using the rendered images from viewpoints similar to our real capture setup, we are able to reconstruct the surface for the synthetic hair models. Since hair is volumetric, average closest
point distance is not a good error measure. We therefore evaluate the reconstruction accuracy by comparing the depth maps of the hair model and the reconstructed surface on a specific view and visualize the differences in coded color (Fig. 4.9). The average reconstruction error is around 3mm. Larger errors can be observed in deep concave regions and regions at grazing angles to the cameras.

**Dynamic hair capture** Compared to previous methods [58, 46], our method is able to capture complete moving hair with only 8 cameras. Three sample reconstructed frames for a hair-shaking performance are shown in Fig. 4.10 (please see the accompanying video for more results).

**Computation time** The algorithm is implemented in C++. All the reconstruction tests are performed on a Core i7 2.3 GHz machine with 4GB memory. It takes 10 seconds to compute the orientation map for each 600×800 input image and 1 second to compute the visual hull from 8 segmented images. The strand-based refinement takes 2 minutes.

### 4.7 Conclusion and Future Work

We have proposed a novel algorithm to reconstruct complete full-head hair styles with strand-based refinement using only 8 views. Compared to previous methods, our method is able to capture hair accurately with faithful hair structures even with a wide baseline setup. The reconstruction results are evaluated on a set of synthetic hair models and achieve ~3mm reconstruction error on average.
The flexible requirement for input allows us to capture complete hair in motion with an inexpensive camera rig.

However, our method does have a few limitations that need to be addressed in the future. The strand-based refinement relies on reasonably long strands to provide good regularization in the optimization. For certain extreme hair styles, like very short hair and fluffy hair, long continuous strands are scarce, which can adversely affect our reconstruction result. Also, because segmentation of hairy objects is still a very challenging problem in compute vision, the visual hull we used to reconstruct the hair is often too smooth, which causes our method to easily miss interesting stray hairs in the reconstruction. For dynamic capture, the motion blur can introduce “artificial strands” along the moving direction that undermines the reconstruction accuracy. The temporal coherence issue also needs to be addressed in the future by imposing temporal constraints.
Figure 4.11: Reconstruction results of all real examples. For each, we show three views with the reference input images.
Chapter 5

Structure-Aware Hair Capture

Most existing hair capture methods use unstructured hair models, i.e., the hair strands in the models are generated independently from the scalp according to the captured 3D orientation field and geometry. This proves impausible for subsequent hair editing and animation which usually involves structured models for high level control. In this chapter, we propose structure-aware hair capture, a method to reconstruct and infer underlying hair wisp structures from the unstructured and noisy point cloud input. The resulting model are robust against occlusion and missing data and plausible for animation and simulation.

Figure 5.1: Our system takes a collection of images as input (a) and reconstructs a point cloud with a 3D orientation field (b). In contrast to previous methods (e.g. [58]) that straightforwardly grow hair strands from the scalp following the orientation field and hence cannot reconstruct complex hairstyles with convoluted curl structures (c), we reconstruct complete, coherent and plausible wisps (d) aware of the underlying hair structures. The wisps can be used to synthesize hair strands (e) that are plausible for simulation (f).
5.1 Introduction

Shared between culture, nature, and sculpture, the hairstyle is a medium that creates a unique expression of self. A person’s hairstyle is a vital component of his or her identity, and can provide strong cues about age, background, and even personality. The same is true of virtual characters, and the modeling and animation of hair occupy a large portion of the efforts of digital artists. Driven by increased expectations for the quality of lead and secondary characters, as well as digital doubles, this effort has only been increasing.

Acquiring complex hairstyles from the real world holds the promise of achieving higher quality with lower effort, much as 3D scanning has revolutionized the modeling of faces and other objects of high geometric complexity. This is especially true for digital doubles, which require high fidelity, and secondary animated characters, which may appear by the dozens and must receive less personalized attention from 3D modeling artists. However, even for lead characters that are modeled largely by hand, it is frequently easier to start with scanned data than to begin modeling from a blank canvas. This allows the digital hair to exploit the full talents of real-world stylists, who express their creativity through cutting, shearing, perming, combing, and waxing.

Despite the potential benefits of capturing real-world hairstyles, there is a large gap between the data produced by existing acquisition techniques and the form in which a hairstyle must end up to be incorporated into a production pipeline. Hair animation, whether done by hand or via physical simulation, typically operates on a collection of guide strands. Each of these is a curve through space, starting from a point on the scalp and going to the tip of the hair. The guide hairs must not intersect, and the entire collection must not be overly tangled. The hair model consists of tens of thousands of strands, whose motion is interpolated from the guide strands.

How close are existing hair capture systems to this representation? The raw output of 3D acquisition devices is typically an unstructured point cloud or a partial surface. Prior research on hair capture has typically augmented this geometry with a 3D orientation field, computed from orientations observed in a number of images. Given these two types of data, it is possible to grow a set of strands from the scalp whose position is constrained to the reconstructed geometry and whose direction follows the orientation field.

There are two major difficulties with this approach. First, the geometry will always suffer from missing regions and noise because of the complex occlusion patterns of hair. Second, the orientation field is necessarily extrapolated from what was observed on the outermost layer of hair. As a result, the grown hair strands exhibit a variety of undesirable artifacts: they may suddenly reverse direction
and form implausible U-shapes, diverge wildly from their neighbors, exhibit variations in density, or simply fail to reach all parts of the visible hair volume (see, for example, Figure 5.1c). Moreover, these independently-grown strands have no natural and coherent grouping structure that allows them to be controlled by guide hairs. As a result, it is impossible to incorporate these systems, based on naive strand-growing, into animation pipelines.

We describe a system that reconstructs structured hair models plausible for hair animation and simulation (Figure 5.1) by performing a higher-level analysis of the hair’s structure. The system incorporates four key insights. First, it grows groups or "wisps" of hair coherently. This not only matches the structure of real hairstyles, which frequently contain strands that run nearly parallel to many of their neighbors, but also allows each wisp to be associated with a guide strand for animation. Second, it builds up a connection graph, allowing strands to span regions of missing geometric data. As long as two curvature-compatible portions of hair have been acquired, our system is able to connect across the gap between them. Third, it explicitly resolves the 180-degree ambiguity of orientation fields by performing a global Markov Random Field (MRF) optimization on the directions associated with nodes in the graph. This keeps strands from performing sudden U-turns. Finally, it ensures that each portion of visible surface is connected back to the scalp along some path. This allows our system to work for arbitrarily complex hairstyles, even if a naive strand-growing method would have difficulty reaching the end of, e.g., a complicated curl, by strictly following the orientation field.

Our algorithm begins with a point cloud and orientation field obtained from a collection of still images (Sec. 5.4) and extracts a set of local strand segments. These are clustered into “ribbons” that cover sets of parallel strands (Sec. 5.5), and connected across gaps in the point cloud (Sec. 5.6.1). Following a global direction analysis (Sec. 5.6.2), we connect up the ribbons to each other, and to the scalp (Sec. 5.7.1), to obtain complete wisps with plausible topology. These not only drive the final strand synthesis (Sec. 5.7.3), but also can be used as guide strands for hair simulation (Sec. 5.8).

5.2 Related Work

Hair capture. Most existing hair capture methods generate a strand set model by growing hair strands independently, constrained by the captured hair orientations and geometry. Paris et al. [57] proposed a method to estimate 3D hair orientations from highlights under a moving light source with known trajectory. They grow strands along the estimated orientations, starting at the scalp. Wei et al. [80] introduced a technique to create a strand model from the visual hull constructed from
many views. The strands are grown constrained by the orientation consistency across the views. Paris et al. [58] introduced an active acquisition system capable of accurately capturing the positions of the exterior hair strands. A strand model is generated by growing the strands within the diffused orientation field from the scalp to the captured exterior hair layer. Jakob et al. [32] proposed a system to capture fiber-by-fiber hair assemblies by growing hairs through the intersecting ribbons created by back-projecting the 2D strands with shallow depth-of-fields. Chai et al. [14] showed how to create an approximate strand model from a single image using the inter-strand occlusion relationships and the head model fit to match the face in the image. Beeler et al. [3] introduces a system to capture facial hairs using multi-view stereo matching. Their method employs a refinement method to improve the connections between the captured strand segments and remove outlier hairs. Luo et al. [46] proposed a method to grow a strand model in the orientation field constrained by the geometry constructed from hair orientation fields. Herrera et al. [27] applied thermal imaging to generate a strand model by growing strands on the boundary of the captured hairstyle. Their method joins the loose ends of nearby segments with smooth curvature and connects the strands to a user-defined ellipsoid as the scalp.

**Geometry-based hair modeling.** Structured models are commonly used in geometry-based hair modeling. A more complete survey on hair modeling techniques can be found in [78], here we only enumerate a few recent work relevant to ours. Ward et al. [79] used a high level skeleton representation to control various low level representations for level-of-detail hair modeling. Kim and Neumann [35] employed a hierarchy of generalized cylinders to model and edit hair in multi-resolution. Yuksel et al. [90] introduced “Hair Meshes” to model hair using polygonal meshes with various topological operations. Wang et al. [77] introduced a method to synthesize new hair styles from guide strands based on texture synthesis techniques.

**Model-based reconstruction.** Model fitting methods have been applied to the reconstruction of a variety of objects, e.g., architecture, furniture and trees. Livny et al. [44] uses a tree skeletal model to reconstruct tree structures from point cloud input. Nan et al. [55] introduced “SmartBoxes” to interactively reconstruct urban architectures with regular box-like structures. Li et al. [42] uses “Arterial Snakes” to reconstruct delicate interleaving man-made structures.

**Comparison to our method.** We build upon many of the ideas pioneered by the work above, including matching hair strands to a reconstructed orientation field, exploiting a constant-curvature prior to hypothesize connections between partial strands, and connecting reconstructed strands to
Figure 5.2: Overview of our method. We start with a collection of input images, reconstruct a point cloud with 3D orientation field, and cover the point cloud with ribbons that reveals the locally coherent wisp structures. A connection and direction analysis is then performed on the ribbons to determine their directions and connect them up into long wisps. Finally the wisps are used to synthesize the strands.

the scalp. However, we achieve a more plausible reconstruction that better matches the structures of real hair by focusing on wisp reconstruction, performing a global direction analysis, and using a connection graph data structure to find long connected paths between visible hair strands and points on the scalp. As a result, we are able to reconstruct complex hairstyles including curly and messy hair, and produce hair models that are plausible for animation and simulation.

5.3 Overview

Our method is shown in Figure 5.2. Its input is a set of images captured from multiple views for a real hairstyle (or, for some of our examples, a wig). We key the images to separate foreground and background, and use the Patch-based Multi-View Stereo (PMVS) [23] algorithm to reconstruct a raw point cloud with normals. We perform Moving Least Squares (MLS) fitting to filter the points and normals and compute the 3D orientation field on the points according to the 2D orientation maps (Sec. 5.4).

We then identify locally coherent wisp structures and group them into ribbons that cover the input point cloud. To achieve this goal, we first grow strand segments on the point cloud, following the 3D orientation field and stopping at discontinuities in orientation. (Sec. 5.5.1). Then we cover the grown strand segments with ribbons to expand the local regions into coherent wisp structures (Sec. 5.5.2).

Because of occlusion and missing data, the ribbons are disconnected from each other and do not form complete wisps. We discover missing connections between adjacent ribbons by trying to fit circular arcs to the covered strand segments of the ribbons (Sec. 5.6.1). Good fits indicate plausible connections between ribbons, which we encode in a connection graph. We also associate a growth direction with each ribbon by globally optimizing for compatible connections and local
hints of ribbon direction using a Markov Random Field (MRF) formulation (Sec. 5.6.2). Following
the connections and optimized directions, the ribbons can be connected up to form complete wisps
(Sec. 5.6.3).

We attach the wisps to the scalp of a manually fit head model (Sec. 5.7.1), then generate interior
wisps to fill in the empty regions inside the hair volume, which had been occluded in the input
(Sec. 5.7.2). Finally we synthesize strands using the complete attached wisps and the interior wisps
(Sec. 5.7.3).

5.4 Reconstruction

We begin by reconstructing an initial point cloud and 3D orientation field from a set of input
images, acquired under unconstrained lighting. We semi-automatically segment out the hair from
the background, then use PMVS [23], a state-of-the-art multi-view stereo algorithm, to reconstruct
a point cloud. We use around 30 ~ 50 input images for the reconstruction.

Filtering. The initial point cloud and the estimated normals from PMVS can be noisy, so we
smooth them with Moving Least Squares (MLS) [40]: for each point, we fit an optimal plane to the
locally-weighted neighbors near that point. The normal of the plane and the point’s projection on
the plane are then used to update the point’s original normal and position. We use a sigma of 2mm
to achieve plausible filtering results.

2D orientation maps. We compute an orientation map for each input image using the method of
Luo et al. [46], which uses a bank of rotated filters to detect the dominant orientation at each pixel.
The orientation map is then enhanced with 3 passes of iterative refinement for better signal-to-noise
ratio, as proposed by Chai et al. [14]. To further reduce noise in regions with low confidence, we
apply the bilateral filtering method of Paris et al. [57] to diffuse orientations from high-confidence
regions.

3D orientation field. We use the 2D orientation maps to compute a 3D orientation field on the
technique of Wei et al. [80]. However, it is challenging to determine the visibility of each point in a
point cloud to all the input views. We find the following scheme effective in our situation without
having to apply the more sophisticated methods such as [52].

For each point $p$ in the point cloud with normal $n$, we find a reference view $Y$ among all the views
which has the minimum angle between $n$ and the line-of-sight vector $v = (c-p)$, where $c$ is the view’s
Figure 5.3: Point cloud and orientation field generation. From a set of input images (a) we compute a point cloud (b) using PMVS [23]. We then apply moving least squares fitting to smooth out the reconstruction noise (c) followed by computing a 3D orientation field (d) based on the point cloud and the input images.

projection center and \( \langle \cdot \rangle \) is the normalization operator (i.e., \( \langle A \rangle = A/\|A\| \) for any vector \( A \neq 0 \)).

We then compute a reference 3D orientation \( o_Y = \langle v_Y \times d_Y \times n \rangle \), where \( d_Y \) is the orientation at \( p \)'s projection on \( Y \)'s orientation map and \( v_Y \) is \( Y \)'s line-of-sight vector. We can determine a view \( V \) as one of the visible views \( V \) to \( p \) if \( V \)'s derived 3D orientation \( o_V = \langle v_V \times d_V \times n \rangle \) at \( p \) is compatible with \( o_Y \), i.e., \( |o_Y \cdot o_V| > T_o \), where \( v_V \) is \( V \)'s line-of-sight vector and \( d_V \) is the orientation at \( p \)'s projection on \( V \)'s orientation map. \( T_o = 0.5 \) is a threshold to reject outlier views invisible to \( p \). The final 3D orientation \( o \) at \( p \) can be computed by maximizing

\[
\rho = \max_o \frac{\sum_{v \in V} w_v (o \cdot o_v)^2}{\sum_{v \in V} w_v}, \quad \text{subject to } \|o\| = 1, \tag{5.1}
\]

where \( w_v = \max(n \cdot v_V, 0) \). This can be solved efficiently by singular value decomposition. \( \rho \) is defined as the confidence of the 3D orientation \( o \). Note that our formulation ensures that the 3D orientation \( o \) for each point \( p \) is normal to the point’s normal \( n \).

With the 3D orientation defined at each point in the point cloud, the 3D orientation \( o(p) \) at any point \( p \) can be computed as:

\[
o(p) = \arg \max_o \sum_{q \in N(p)} \exp \left( \frac{\|p - q\|^2}{2\sigma_d} \right) \rho_q (o \cdot o_q)^2, \quad \text{subject to } \|o\| = 1, \tag{5.2}
\]
Figure 5.4: The steps of covering. Strand segments are first grown to cover the input point cloud (a). A ribbon is then expanded to cover adjacent strand segments (b). The covering continues until all the strand segments are covered by ribbons and thus reveals the locally coherent wisp structures (c).

where \( \mathcal{N}(p) \) is the set of neighboring points around \( p \) and \( \sigma_d \) the parameter to control interpolation smoothness (2mm in our experiments). \( o_q \) and \( \rho_q \) are the orientation and confidence of a neighboring point \( q \) respectively. See Figure 5.3.

5.5 Covering

We begin the process of analyzing the hair’s structure by proceeding bottom up: we first grow local strands, and then group coherent groups of strands into ribbons. In this way, we cover most of the point cloud with ribbons, omitting only those portions where we did not find coherent structures (Figure 5.4).

5.5.1 Covering by Strand Segments

We grow a number of strand segments \( S \) from a set of seed points. Typically we use all the points in the point cloud as seed points. A strand segment \( S \in S \) is a chain of vertices \( (p_1, \ldots, p_N) \) connected by line segments in 3D space.

**Growing.** Starting from a seed point \( q \) we grow \( S \) in both directions \( t(q) = \pm o(q) \), constrained by the 3D orientation field as well as the point cloud. For each growing direction, we repeatedly perform forward Euler steps to extend \( S \) from the current growing vertex \( p_i \): \( p'_i = p_i + t(p_i)\delta \), where \( \delta \) is a small increment step (2mm) and \( t(p_i) \) the current growing direction. To avoid drifting from the point cloud during the integration, we apply moving least squares to project \( p'_i \) onto some point
$p_i''$ within the point set surface defined by the point cloud. The growing is terminated, in either growing direction, if any of the following applies:

1. Incompatible growing direction: $|t(p_i'') \cdot t(p_i)| < T_t$, where $t(p_i'') = \text{sgn}(t(p_i) \cdot o(p_i'')) o(p_i'')$ is the next growing direction from $p_i''$ consistent with $t(p_i)$.

2. Being in holes or out of boundary: $|N(p_i'')| < T_N$.

3. Unreliable MLS projection: $|p_i'' - p_i' \cdot t(p_i)| > T_{\text{MLS}}$. This happens where the estimated normals are unreliable.

We set $T_t = 0.9$, $T_N = 5$ and $T_{\text{MLS}} = 0.5$ in all our examples. The next growing vertex is obtained by $p_{i+1} = p_i''$ if none of these termination conditions apply.

Note that in the computation of the next orientation $o(p_i'')$ (Equation 5.2), we on-the-fly select $N(p_i'')$ with orientations compatible with the current growing direction $t(p_i)$, i.e., $q \in N(p_i'')$ only if $|o_q \cdot t(p_i)| > T_o$. This scheme avoids the orientational ambiguities at the crossings of multiple hair wisps with different orientations during strand growing. In contrast, many previous methods [58, 14] precompute a diffused 3D orientation field, and the orientations at wisp crossings are problematic.

**Smoothing.** The initial grown strand may be noisy because of the MLS projection step and the noise in the input point cloud. We therefore smooth the strand by minimizing the following energy:

$$
E = \sum_i \alpha_0 \left\| p_i - p_i^{(0)} \right\|^2 + \alpha_1 \left\| p_{i+1} - p_i - t(p_i^{(0)}) \delta \right\|^2 + \alpha_2 \left\| p_{i-1} - 2p_i + p_{i+1} \right\|^2,
$$

where $p_i$ is a vertex on a strand, $p_i^{(0)}$ is the initial position of $p_i$ before optimization, $p_{i-1}$ and $p_{i+1}$ are the predecessor and successor of $p_i$ on the strand and $\alpha_0$, $\alpha_1$ and $\alpha_2$ are weights that control positional, orientational, and curvature energy terms. We set $\alpha_0 = 0.1$, $\alpha_1 = 1$ and $\alpha_2 = 5$. (assuming the point cloud is in millimeters).

**Covering.** After a strand $S$ is grown and smoothed, we remove the seed points that $S$ covers from the original seed points to avoid repeated growing. To find if a seed point $q$ is covered by a strand, we traverse every line segment $(p_i, p_{i+1})$ in the strand and compute the distance between $q$ and $(p_i, p_{i+1})$ to find the minimum distance. If the minimum distance is smaller than a designated threshold $\Delta$ (set to 1.5mm), $q$ is covered by the strand.

We repeat the growing, smoothing and covering steps above until all the seed points are covered.
Figure 5.5: A ribbon $R$ is a grid of 3D vertices. The two parametric directions $w \in [0, W]$ and $l \in [0, L]$ are shown with arrows. Isocurve $R^w$ goes along the $l$ direction (bold line). The ranges $g^-(l), g^+(l)$ of the ribbon is shown in red dashed lines (Sec. 5.7.3).

**Plausibility check.** The strand growing may cause implausible strand segments, such as U-shaped strands with low turning points. To avoid this, we compute a height value $H(p) = p \cdot d_{down}$ for each point $p$ in $S$, where $d_{down}$ is a reference down direction, and check each height difference $\Delta H$ of every pair of consecutive local extrema. If the height difference $\Delta H > T_H$ ($T_H$ is set to 50mm), then we split $S$ at the extrema points. Note that the connections between these split strand segments will be re-discovered in the connection analysis (Sec. 5.6.1) for the subsequent connection graph (Sec. 5.6.2).

### 5.5.2 Covering by Ribbons

Intuitively, our goal is to group nearly-parallel strand segments into ribbons, which will later be connected into complete wisps. Thus, the coherence present in our final output is a function of the coherence we are able to find in the strand-to-ribbon grouping stage. We proceed greedily, by always working with the currently longest strand segment that has not been covered by a ribbon.

**Ribbon.** Formally, a ribbon $R$ is a 2D grid of 3D vertices $\{R_{ij}\}$ where $i = 0, 1, \ldots, L$ and $j = 0, 1, \ldots, W$. $L$ is the length of the ribbon and $W$ the width. The isocurves $R^j$ along the length define the orientation of the ribbon. Isocurve $R^{W/2}$ is defined as the center isocurve of the ribbon (Figure 5.5).

After tessellating the grid of the ribbon, we can use $R$ to define a local parameterization $R(w, l) : [0, W] \times [0, L] \mapsto \mathbb{R}^3$, where $w \in [0, W]$ and $l \in [0, L]$. Also, the inverse projection operator $R^{-1}(p) : \mathbb{R}^3 \mapsto [0, W] \times [0, L]$ can be defined for any point $p$ by finding the closest point $q$ on the tessellated ribbon and mapping back to the parametric domain.

We can define the orientation $o_R$ of each vertex on the ribbon as $o_R(R_{ij}^j) = (R_{i+1}^j - R_{i-1}^j)$ and the normal as $n_R(R_{ij}^j) = ((R_{i+1}^j - R_{i-1}^j) \times (R_{i+1}^j - R_{i-1}^j))$. These definitions can be extended to all the points on the ribbon by linear interpolation.
Expansion. Starting from a strand segment $S$, we add $S$ to $R$ as the first isocurve $R^0$, then we expand the width of $R$ on both sides and fit to the input point cloud. The initial expansion offsets are computed as $b(R^0_i) = \pm o_R(R^0_i) \times n(R^0_i)$, where $n(R^0_i)$ is the normal at point $R^0_i$. $n(R^0_i)$ can be computed as the weighted average of the normals of the neighboring points $N(R^0_i)$. We then initialize a new isocurve $R'$ from $R^0$ by: $R'_i = R^0_i + b(S_i)\Delta$. We apply MLS projection to every point of $R'$ on the input point cloud and smooth $R'$ as in Sec. 5.5.1.

Covering. Now we try to cover more adjacent strand segments with the expanded ribbon (Figure 5.4). For each adjacent strand segment $S$, we project each point $p_i$ of $S$ onto $R$ as $q = R^{-1}(p_i)$ and classify $p_i$ as a bad point if any of following applies:

1. Incompatible orientation: $|o_S(p_i) \cdot o_R(q)| < T$, where $o_S(p_i) = \langle p_{i+1} - p_{i-1} \rangle$ is the strand orientation at $p_i$.
2. Too far away: $\|p_i - q\| > \Delta$.

$S$ is covered by $R$ if and only if the number of bad points is less than $T_{bad}$ (set to 10).

We continue to expand $R$ if there are new strand segments covered by $R$. Otherwise, we mark this expansion as failed. If we have 2 consecutive failed expansions, we terminate the expansion on the current side and try the other side if it has not been expanded.

Note that when the expansion on one side is terminated, we may have excessive expanded isocurves for covering the strand segments. We then repeatedly remove the outermost isocurves on both sides from $R$ given that the set of covered strand segments are unaffected by the removal. Also, after the first expansion, we can replace $n(R^0_i)$ with $n_R(R^0_i)$ to evaluate the expansion offset $b(R^0_i)$.

5.6 Connection and Direction Analysis

So far, our bottom-up analysis of the hairstyle has proceeded by local agglomeration. However, occlusions and missing data force us to look for more distant connections between ribbons (Sec. 5.6.1). These connections, however, may be less reliable, and in fact may be inconsistent with each other.

This inconsistency becomes apparent when we attempt to assign a direction to each ribbon: which way strands should traverse the ribbon as they go from scalp to tip. This direction will be necessary for final strand synthesis (Sec. 5.7.3), yet is difficult or impossible to infer locally from the input, especially for challenging hairstyles in which hair strands can go in all directions such
Figure 5.6: Connection and direction analysis on curly ribbons. We find possible missing connections between the ribbons by fitting circular arcs to the covered strands as shown in blue arcs (a). The direction analysis is performed to determine the directions of the ribbons in (b) (from blue to red). Notice that the resulting incompatible links are colored in red. Finally ribbons are connected up to form wisps (c). Note that the upper overlapped wisps are removed.

as the messy hairstyle illustrated in Figure 5.16 and the curly hairstyle with helical wisp structures illustrated in Figure 5.6.

Therefore, we encode the hypothesized ribbon connections in a graph, and perform a global direction analysis (Sec. 5.6.2) to discover the most consistent direction assignments. We drop any connections that are inconsistent with the assigned directions, and connect the ribbons into our final wisps (Sec. 5.6.3) as illustrated in Figure 5.6.

5.6.1 Connection Analysis

We analyze the possible connections between two ribbons by fitting circular arcs between the strand segments covered by these ribbons. We use circular arcs as the fitting model because hair strands exhibit low variation in curvature, as suggested by the hair simulation model [5]. Also, efficient methods [15] exist to fit circles robustly in the presence of noise and missing data. Note that one could use helix fitting [64] to explicitly account for hair torsion in the fitting model, however we found that helix fitting is much more expensive to compute and tends to overfit for noisy data.

Thus, we test each pair of adjacent strand segments $S$ and $S'$ covered by $R$ and $R'$, respectively, and having two end vertices $p$ and $p'$ within a distance of 30mm. We extract $K$ (set to 10) closest vertices on $S$ and $S'$ to $p$ and $p'$ denoted as $P = \{p_1, \ldots, p_K\}$ and $P' = \{p'_1, \ldots, p'_K\}$ ($p = p_1$ and $p' = p'_1$), from the closest to the farthest. We also denote $Q = \{q_i\} = \{p_K, \ldots, p_1, p'_1, \ldots, p'_K\}$ as the concatenation of the input points. We adopt a method in [15] to fit a 3D circle to $Q$. First, we fit a plane to these points so that we can project the points on the plane and apply robust 2D circle
fitting methods to initialize the fit. We find that Taubin’s algebraic fit \[70\] works well even in the cases with very small curvature. We then refine the circle center \(\hat{c}\), normal \(\hat{n}\) and radius \(\hat{r}\) jointly using Levenberg-Marquardt.

We use a set of criteria to reject bad fits (Figure 5.7):

(a) Large fitting error. We reject the fit if the Root Mean Square (RMS) fitting error is larger than 2mm.

(b) Incompatible curvatures. We also compute the curvatures \(\kappa\) and \(\kappa'\) of \(P\) and \(P'\) by fitting circles and compare with the curvature \(\hat{\kappa}\) of the fit circle. We reject the fitting if \(|\kappa - \kappa'|/|\kappa + \kappa'| > T_{\text{curv}}\)

or \(|2\hat{\kappa} - \kappa - \kappa'|/|\kappa + \kappa'| > T_{\text{curv}}\), where \(T_{\text{curv}}\) is set to 0.4.

(c) Large torsion. We reject the fitting if the angle between any two of the normals \(n_1\), \(n_2\) and \(\hat{n}\) is larger than 90 degrees, where \(n_1\) and \(n_2\) are the normals of the fit circles to \(P\) and \(P'\).

(d) Large overlap of the input points. We compute the overlap of the input points as \(\eta = 1 - |V/V_0|\), where the signed sweeping volume \(V = \sum_i (q_{i+1} - \hat{c}) \times (q_i - \hat{c}) \cdot \hat{n}\) and the unsigned sweeping volume \(V_0 = \sum_i |(q_{i+1} - \hat{c}) \times (q_i - \hat{c}) \cdot \hat{n}|\). We reject the fitting if \(\eta > 0.1\).

If we accept the fitting, we project \(p\) and \(p'\) onto \(R\) and \(R'\) and define the pair of projected points \((R^{-1}(p), R'^{-1}(p'))\) as the link points of a link \(\ell\). We refer to the link points \(R^{-1}(p)\) and \(R'^{-1}(p')\) as \(\ell(R)\) and \(\ell(R')\). See example fitting results in Figure 5.6.

### 5.6.2 Direction Analysis

**Connection graph.** The major data structure used in direction analysis is the connection graph (Figure 5.8). The connection graph consists of ribbons as vertices and connections between ribbons as edges. Each connection contains one or more links derived from the connection analysis (Sec. 5.6.1).

The direction \(D(R)\) of a ribbon \(R\) is either consistent with the parametric direction along the length \(0 \to L\) or the opposite \(L \to 0\). We denote that a strand segment \(S = \{p_1, \ldots, p_n\}\) is
Figure 5.8: A connection graph consists of ribbons connected by links. The ribbons are assigned with directions (dashed line). The links can be compatible (blue) or incompatible (red) with the directions of the incident ribbons.

compatible with the ribbon’s direction $D(R)$ as $S \sim D(R)$, if the following expression is false for the majority of the vertices in $S$: $o_S(p) \cdot o_R(R^{-1}(p)) > 0 \oplus D(R) = 0 \rightarrow L$, where $p$ is a vertex of $S$ and $\oplus$ the exclusive or operator.

We define that a link $\ell$ between $R$ and $R'$ is compatible with $D(R)$ and $D(R')$ if the following expression is true for strand segments $\mathcal{P} = \{p_1, ..., p_K\}$ in $R$ and $\mathcal{P}' = \{p'_1, ..., p'_K\}$ in $R'$ (Sec. 5.6.1) used to fit $\ell$: $\mathcal{P} \sim D(R) \oplus \mathcal{P}' \sim D(R')$. Intuitively, a link is compatible with the directions of two ribbons if a strand can grow from one ribbon to the other through the link without having an incompatible direction at the other, as illustrated in Figure 5.8.

We can then define the set of compatible links between $R$ and $R'$ as $\mathcal{C}(R, R')$ and the set of incompatible links as $\mathcal{C}^c(R, R')$.

The strength $\Psi(\mathcal{L})$ of a set of links $\mathcal{L}$ between two ribbons $R$ and $R'$ is defined as the smaller one of the numbers of different strand segments in $R$ and $R'$ used to fit the links in $\mathcal{L}$. Note that this definition down-weights the outlier case where only one or a few strand segments in a ribbon are connected by many strand segments in another ribbon, as often occurs in practice.

For ribbons that overlap each other, we define the overlap $\eta(R, R')$ of $R$ and $R'$ as the ratio of the number of overlapped vertices over the total number of vertices in $R$ and $R'$. A ribbon vertex $p$ is overlapped with a vertex $p'$ in another ribbon if $\|p - p'\| < \Delta$. The directions of $R$ and $R'$ at $p$ and $p'$ are compatible if the following expression is false: $o_R(p) \cdot o_{R'}(p') > 0 \oplus D(R) = D(R')$. We denote that $D(R)$ is compatible with $D(R')$ as $D(R) \sim D(R')$ if the directions are compatible at the majority of the overlapped vertices or as incompatible $D(R) \sim D(R')$ otherwise.
Figure 5.9: A ribbon $\mathcal{R}$ is connected up to a predecessor ribbon $\mathcal{R}^\ast$. The feasible link $\ell^\ast$ that minimizes the mapping distortion in Equation (5.10) within the distance $\sigma_\ell$ of vertex $R_{W/2}^0$ defines a stitching mapping $f^\ast$ to map each isocurve of $\mathcal{R}$ to that of $\mathcal{R}^\ast$. In particular, $\mathcal{R}$’s center isocurve $R_{W/2}^0$ is mapped to $R^\ast f^\ast(W/2)$.

**MRF formulation.** We use a Markov Random Field (MRF) to optimize the set of directions $\mathcal{D}$ for all the ribbons by minimizing the following energy:

$$E = \sum_{\mathcal{R}} E_{\text{ribb}}(\mathcal{R}) + \sum_{\mathcal{R}, \mathcal{R}'} \alpha_{\text{link}} E_{\text{link}}(\mathcal{R}, \mathcal{R}') + \alpha_{\text{close}} E_{\text{close}}(\mathcal{R}, \mathcal{R}').$$

(5.4)

The ribbon energy $E_{\text{ribb}}$ accounts for the fact that the ribbon’s direction is more likely to be falling down due to gravity or going farther away from scalp since it originates from the scalp.

$$E_{\text{ribb}}(\mathcal{R}) = \frac{1}{2h} \left( H(R_{l_1}^{W/2}) - H(R_{l_2}^{W/2}) + \zeta(R_{l_1}^{W/2}) - \zeta(R_{l_2}^{W/2}) \right),$$

(5.5)

where $H$ is the height function defined in Sec. 5.5.1, $\zeta(p)$ is the distance from a point $p$ to the closest point on the scalp (please refer to Sec. 5.7.1), $l_1 = 0$ and $l_2 = L$ if $D(\mathcal{R}) = 0 \rightarrow L$ and $l_1 = L$ and $l_2 = 0$ if $D(\mathcal{R}) = L \rightarrow 0$. $h$ is a height threshold (set to 100mm) to adjust the sensitivity of ribbon’s direction to its height difference or the scalp distance difference.

The link energy $E_{\text{link}}$ minimizes incompatible links:

$$E_{\text{link}}(\mathcal{R}, \mathcal{R}') = \frac{\Psi(\Omega(\mathcal{R}, \mathcal{R}'))}{\max_{\mathcal{R}, \mathcal{R}'} \Psi(\Omega(\mathcal{R}, \mathcal{R}'))}.$$

(5.6)

Finally, the closeness energy $E_{\text{close}}$ penalizes incompatible directions between overlapped ribbons:

$$E_{\text{close}}(\mathcal{R}, \mathcal{R}') = \begin{cases} 0, & D(\mathcal{R}) \sim D(\mathcal{R}') \\ \eta(\mathcal{R}, \mathcal{R}'), & D(\mathcal{R}) \sim D(\mathcal{R}') \end{cases}.$$

(5.7)

The total energy $E$ can be effectively minimized using the method in [11].
5.6.3 Connecting Ribbons into Wisps

After we determine the ribbon directions, we connect the ribbons into wisps following the compatible links. For the sake of brevity, we now assume that each ribbon \( R \) is consistent to its optimized direction, i.e., \( D(R) = 0 \rightarrow L \).

For each ribbon \( R \), we connect “up” from the beginning \((l = 0)\) of the ribbon to the end \((l = L)\) of a predecessor ribbon \( R^* \). To simplify the problem, we use the center isocurve \( R^{W/2} \) as the delegate to the ribbon when we are looking for the predecessor ribbon to connect up (Figure 5.9).

We first define a feasible link that can be used to connect the beginning of \( R^{W/2} \) to another ribbon. We require the feasible link to be close enough to \( R^{W/2}_0 \). To be specific, a link \( \ell \) is feasible for \( R \) if \( \|\ell(R) - R^{W/2}_0\| < \sigma_\ell \), where \( \sigma_\ell \) is a distance threshold (10mm) to define closeness between the link point and the center isocurve. We can then define the set of feasible links between \( R \) and \( R^*_0 \) as \( \mathcal{F}(R, R^*_0) \). The predecessor ribbon \( R^*_0 \) is the ribbon that maximizes the strength of compatible and feasible links between \( R \) and \( R^*_0 \):

\[
R^*_0 = \arg \max_{R_0} \Psi(\mathcal{F}(R, R^*_0) \cap \mathcal{C}(R, R^*_0)). \tag{5.8}
\]

Given a feasible link \( \ell \in \mathcal{F}(R, R^*_0) \cap \mathcal{C}(R, R^*_0) \), we can define a stitching mapping \( f^\ell : [0, W] \rightarrow [0, W^*] \), where \([0, W] \) is the width domain of \( R \) and \([0, W^*] \) of \( R^*_0 \) as follows:

\[
f^\ell(w) = \min(\max(w - \ell(R).w + \ell(R^*_0).w, 0), W^*), \tag{5.9}
\]

where \( \ell(R).w \) is the \( w \) parameter of \( \ell(R) \) and \( \ell(R^*_0).w \) of \( \ell(R^*_0) \).

Finally, we choose the link \( \ell^* \in \mathcal{F}(R, R^*_0) \cap \mathcal{C}(R, R^*_0) \) for the stitching mapping \( f^* \) that minimizes the mapping distortion:

\[
\ell^* = \arg \min_{\ell} \left(1 - \frac{f^\ell(W) - f^\ell(0)}{W}\right). \tag{5.10}
\]

Using \( f^* \) we can extend every isocurve \( R^w \in R \) to \( R^* f^*(w) \in R^*_0 \). To generate a smooth transition between the two isocurves, we first connect them with a straight line using a discretization step of \( \delta \), then we perform the smoothing step described in Sec. 5.5.1 according to the orientation field. Note that during the smoothing, we fix the two end points of the line and use a larger \( \sigma_d \) to compute the orientation since the transition region lacks data points.

We replace the center isocurve \( R^{W/2} \) with \( R^* f^*(W/2) \) and repeat the connection process above until we cannot find any predecessor ribbons to connect.
However, in order to maximize the chance of finding a predecessor ribbon and connecting up, when no predecessor ribbons can be found directly from $\mathcal{R}$, we also look for feasible links in the adjacent overlapped ribbons $\mathcal{R}'$ with $\eta(\mathcal{R}, \mathcal{R}') > 0$. We compute the $R^*$ and $f^*$ with respect to $\mathcal{R}'$ but change the definition of a feasible link to any link $\ell$ that $\|\ell(\mathcal{R}') - \bar{R}_0^{W/2}\| < \sigma_\ell$ as well as replacing the role of $\mathcal{R}'$ with $\mathcal{R}$ in Equations 5.9 and 5.10.

To avoid cycles when connecting up, we store all the ribbons connected and avoid connecting to them again. Also, we try to avoid local cycles by rejecting connections to a overlapped ribbon $\mathcal{R}'$ with $\eta(\mathcal{R}, \mathcal{R}') > 0.1$.

After all the ribbons are connected up into wisps, we remove all wisps that are covered by others. To see if one ribbon is covered, we check if every vertex of the wisp is overlapped by the vertices of other wisps using the method in Sec. 5.6.2. We also remove outlier ribbons that fail to connect to at least one other ribbon, which often arise from outlier points of the initial point cloud.

### 5.7 Synthesis

Once we have found the wisps, we attach them to the scalp. Since the interior of the hair is occluded, and hence we have no data there, we need to generate interior wisps to fill in the empty region. Finally, we use the attached exterior wisps and interior wisps to generate plausible strands according to the input point cloud and orientation field.

#### 5.7.1 Attaching Wisps to the Scalp

**Head model and scalp.** We manually fit a head model to each dataset and paint on the model to indicate the possible scalp region. We also paint a parting line to specify the vertices on the scalp that parts the hair into different directions according to the captured hairstyle (Figure 5.10). Painting on the model can be done in minutes using any 3D mesh texture painting software and the scalp region is reused for all the examples.

**Hair growing directions.** Human hair has natural growing directions perpendicular to the radial line from the hair whorl on the scalp. However, in practice it is very difficult to determine the growing directions for non-trivial hairstyles. Existing methods either simplify the growing directions to normal directions on the scalp [86] or specify the growing directions manually [69].

We notice the fact that most common hairstyles have a distinctive parting line to part the hair into different growing directions. We compute the reference growing directions with the drawn
parting line on the scalp. We first compute shortest paths from the vertices on the parting line to every vertex \( p \) on the scalp. For each \( p \) we denote the shortest path from the parting line to \( p \) as \( \Gamma(p) = \{p_1, p_2, ..., p_N\} \), where \( p_1 \) is the vertex on the parting line and \( p_N = p \). Then the reference growing direction \( d_s(p) \) at \( p \) is computed as \( d_s = p_N - p_{N-1} \). We can compute the reference growing directions at every point on the scalp by interpolation.

**Root point assignment.** To attach a wisp \( R \) to the scalp, we first need to find a root point \( r \) and a growing direction \( d_g \) on the scalp for \( R \). Here we again use the center isocurve \( R_{\text{W/2}} \) as the delegate for \( R \) to simplify the problem. For notational simplicity, we denote the vertex \( R_{\text{W/2}} \) at the beginning of \( R \) as the attaching point \( q \). We find the closest scalp vertex \( p \) for \( q \) and search along \( p \)'s shortest path from the parting line \( \Gamma(p) = \{p_1, p_2, ..., p_N\} \) and find \( p_M \) with the maximum directional compatibility:

\[
p_M = \arg \max_{p_i \in \Gamma(p)} (q - p_i) \cdot d_s(p_i).
\] (5.11)

To avoid cluttering of the root points we randomly select a point \( p_k \) from \( \{p_1, p_2, ..., p_M\} \) and sample the root point \( r \) around a neighborhood of \( p_k \) on the scalp. The final growing direction \( d_g \) is computed as:

\[
d_g = \begin{cases} 
  d_s(r), & n(r) \cdot d_s(r) > n(r) \cdot (q - r) \\
  (q - r), & n(r) \cdot d_s(r) < n(r) \cdot (q - r),
\end{cases}
\] (5.12)

where \( n(r) \) is the normal at root point \( r \) on the scalp. The second case adjusts \( d_g \) when the attaching points are above the root points on the scalp.
**Interior strand generation.** We use a technique similar to that in Sec. 5.6.3 to generate the interior strand between the attaching point \( R^W_0 \) at the wisp and the root point \( r \). That is, we first initialize the strand as a straight line and then smooth it. However, it is desirable to ensure that interior strands are hidden in the interior region, so that they have minimum impact on the exterior appearance. To this end, we use the interior field to regularize the interior strands in the interior region.

The interior field \( I \) is a level set field that smoothly transitions from 0 to 1 from the scalp points to the input data points. Using a regular grid, we first set the voxels containing input points to 1 and the voxels on the scalp to 0. Then we apply diffusion constrained by the values of these set voxels to smoothly generate the interior values between the input points and the scalp. We add the following interior energy term \( E_{int} \) to Equation 5.3 for the interior field:

\[
E_{int} = \sum_i \alpha_{int} B \left( \frac{i}{N} - I(p_i) \right)^2,
\]

where \( N \) is the number of vertices of the interior strand and \( B \) the diagonal length of the bounding box of the input point cloud. The weight for interior field \( \alpha_{int} \) is set to 0.005. We assume the direction of the interior strand is from the scalp to the input data points.

To keep the growing direction on the root point of the interior strand during smoothing with Equation 5.3, we fix two points nearest to the root point, to align the strand with the growing direction.

After we compute and attach the interior strand for the center isocurve \( R^W_0 \), we offset and attach the interior strand to all the other isocurves in \( \mathcal{R} \) to form a complete wisp from the scalp.

### 5.7.2 Interior Wisp Generation

Interior wisps are generated in a similar way as the interior strands in Sec. 5.7.1. Specifically, we sample the points from the input point cloud that have greater distances to the scalp than a specified threshold. For each, we generate an interior strand as in Sec. 5.7.1. To make the strand completely hidden in the hair volume, we truncate the farther end of the curve.

We then expand the strand into a ribbon with a designated width. Note that the initial normals of the ribbon can be derived from the gradient of the interior field \( \nabla I \).
5.7.3 Strand Synthesis

We introduce the *ranges* of a wisp $\mathcal{R}$ to fit the input data more accurately when we synthesize the strands. To be specific, the ranges of $\mathcal{R}$ are two functions $g^-, g^+: [0, L] \rightarrow [0, W]$. $g^-, g^+$ are the lower and upper bound of the width parameter defined on $[0, L]$.

To compute the ranges of each wisp $\mathcal{R}$ for the input data points, we project each data point $p$ to $\mathcal{R}$ and check if $p$ is covered by $\mathcal{R}$. Uncovered points are not used to compute the ranges of $\mathcal{R}$. We then update the ranges with the covered point $p$ as follows:

$$
g^-(l_p) = \min(g^-(l_p), R^{-1}(p).w)$$
$$
g^+(l_p) = \max(g^+(l_p), R^{-1}(p).w)$$

(5.14)

where $l_p = |R^{-1}(p).l + 0.5|$ is rounded to the nearest integer length parameter. We then smooth $g^-(l), g^+(l)$ by fitting smooth 1D curves to them on $[0, L]$. To improve realism, we also taper the ranges towards the strand tips using a quadratically decreasing function as the tapering factor.

For the interior wisps where no data points can be used to compute the ranges, we simply set the ranges to the maximum: $[0, W]$.

We can interpolate the ranges by defining the range interpolation function $g(l, t) = g^-(l) \cdot (1 - t) + g^+(l) \cdot t$ and a strand $S$ can be synthesized from $\mathcal{R}$ by $R^{g(t)}_l$ for all $l \in [0, L]$.

Now $S$ is synthesized on the surface of the wisp (Figure 5.11). To add thickness to the wisps, we offset $S$ in $\mathcal{R}$’s inverse normal direction by a random amount between 0 and $T_{thick}$. We find that $T_{thick} = 3\text{mm}$ works well for all the examples in this work. Finally, we perform smoothing on $S$ using Equation 5.3.
To control the density of the synthesized strands, we record the number of strands covering the vertices within the ranges of the wisps during strand synthesis. If the number of covering strands for a vertex is smaller than a preset threshold $T_{\text{density}}$, the vertex can initiate the synthesis of one new strand covering it from its wisp, otherwise the vertex is skipped. We iterate on each vertex until no vertex can initiate the synthesis of new strands.

5.8 Results

We present results of our pipeline on five datasets. Three of these are of wigs, and were captured using a single digital SLR camera mounted on a motorized spherical gantry and moved to 50 positions (Figure 5.12 left). These results are shown in Figure 5.1 and the first two rows of Figure 5.16. Two other results (Figure 5.16, last two rows) are of real hair, and were captured using a rig containing 30 cameras (Figure 5.12 right).

As shown in Figure 5.1, our system is capable of reconstructing challenging hair styles. Our connection graph is able to establish correct correspondences among the partially-visible portions of curls, and hence our reconstructed wisps are, in most cases, able to follow the curls all the way from the scalp to the tips. Figure 5.13 compares the reconstruction details to the input hairstyle and shows that our reconstructed hair model can faithfully reveal the intricate hair structures in the input hairstyle. Figure 5.16, first row, contains many crossing wisps that present a challenge to competing algorithms, while the second row illustrates a complicated and disordered hairstyle. Though we are not able to reconstruct each curl perfectly, many specific curls are captured, and the general impression of the hairstyle makes our reconstructed data suitable for virtual characters.
Figure 5.13: Close-up comparison of the hair details between the reference hairstyle and our reconstructed hairstyle.

Figure 5.14: We evaluate the robustness of our method by reconstructing hairstyles (b) and (d) from the input point clouds of 2M points (a) and 230K points (c), respectively. Notice the little visual difference of our results from the inputs of very different quality.

The third and fourth rows of Figure 5.16 illustrate hair capture for a “digital double” scenario. Though the required acquisition apparatus is nontrivial, it consists solely of digital (still) cameras. Acquisition is thus completely passive and one-shot, meaning that it would be practical to incorporate a hair capture session into a movie special-effects workflow (and budget). These hair styles are simpler than the wigs (which were chosen to illustrate challenging cases), and our reconstruction is relatively accurate. Though we have chosen rendering parameters by hand (for the Marschner et al. [50] hair scattering model) to roughly match the input images, a closer match might be obtained using a method such as that of Bonneel et al. [10]. Of course, situations in which hair is colored or highlighted, such as the fourth row of Figure 5.16, would require even more sophisticated estimation.
of hair appearance; we believe that this is an interesting and necessary direction of future work to allow hair capture for digital doubles to become practical.

To evaluate the plausibility of our reconstruction results, we created animations of growing the synthesized strands from the scalp to the tip to visualize the internal coherent topology of the hair model. Please see the accompanying video for the results.

**Robustness.** We evaluate the robustness of our method using inputs of varying quality. We apply our pipeline on an input point cloud of 230K points, about 10 times less than the full resolution 2M points which we used to reconstruct the hair model shown in Figure 5.1. We compare our reconstructed hair models for two different inputs in Figure 5.14. Note that the result from low quality input faithfully recovers all key hair wisp structures and has little difference on the visual quality compared to the full resolution result.
**Simulation.** Our wisp-based hair models are plausible for hair simulations. We demonstrate a simulation setup using the center isocurve of each wisp as the guide strands in a hair simulator based on articulated rigid curves. The hair motion is driven by a pre-defined scalp movement and the full motion of the synthesized strands is then interpolated from the guide strands. We use about 1K guide strands to drive around 30K synthesized strands. Three frames of the simulation result are shown in Figure 5.15, and more results can be found in the accompanying video. More advanced simulation-specific processing and computation are important to improve the realism of the simulation result, including pre-tensioning for inverse statics and collision correction for complex hair structures.

**Parameter choice.** Although our method involves a large number of parameters, we find most of the parameters insensitive to the input datasets and we use the provided fixed values throughout our experiments. One parameter we do find useful to improve the results for specific hairstyles is the curvature weight $\alpha_2$ for strand smoothing in Equation (5.3). For straight hairstyles, we set $\alpha_2 = 30$ to provide stronger regularization against the stereo noise in the reconstructed point cloud to compensate for the weak regularization nature of PMVS.

**Timings.** All the examples are computed on a quad-core Intel i7 machine with 16GB memory. For datasets with 50 views, the reconstruction of initial point cloud takes about one hour using PMVS. The computation for 3D orientation field takes 3 minutes. All the subsequent processing steps are implemented single threaded. For an input point cloud with 2M points, the covering step takes 3 minutes. The connection analysis takes 5 minutes and direction analysis 1 minute. The final strand synthesis takes 2 minutes.

### 5.9 Limitations, Future Work and Conclusion

Although our method can be successfully applied to a variety of challenging hairstyles, the ribbon-based representation and certain smoothness constraints prevent our method from capturing very fine-scale stray hairs or extremely disordered hairstyles (This becomes clear by looking at the result of messy hairstyle in Figure 5.16). The effective amount of regularization, however, could be reduced by starting with a more accurate initial point cloud obtained using one of the recent methods such as [32] or [27]. These more accurate hair reconstruction methods can also help cases with smooth hairstyles, for which we find larger perceivable reconstruction errors in the point cloud due
to increased hair specularity and the weak regularization nature of PMVS. Other improvements to our method might include making our connection and direction analysis more physically based, by including gravity, contact forces, and hair growth models (with estimated stiffness and “curliness” parameters) as priors. Further image-based analysis can also be done to estimate the thickness of the wisps automatically.

Another especially difficult class of hairstyles is those in which the hair does not hang freely but is constrained by braids, dreadlocks, clips, ties, or support against the body. We believe that most existing methods, including the one presented here, would have difficulty in generating topologically-
correct hair strands in these cases. Handling these styles may require coupling the hair acquisition process with physical simulation, and possibly matching to a database of exemplars.

Looking beyond geometry, a full system for hair capture should also include measurement of appearance and motion. As mentioned above, researchers have already investigated the problem of estimating the parameters of hair appearance models, but handling variation from wisp to wisp is likely to require a combination of inverse rendering and data-driven techniques.

Because our system is one-shot, it could be generalized to video input just by running independently on each frame. This is likely to result in flicker, so some method of ensuring temporal coherence would be needed. This may require coupling a hair simulator with the reconstruction system, simultaneously using the data to constrain the simulation and using the simulation to provide temporal coherence and fill in parts of the data that could not be observed.

Overall, the results in Figure 5.16 suggest that our system can generate hair models of the sort needed for current production pipelines. For digital doubles and secondary animated characters, only modest manual editing might be necessary to achieve the required quality. For primary characters, of course, there are considerably greater requirements on quality and controllability, but the captured results may still serve as a reference for hand-modeling by skilled artists.
Chapter 6

Conclusion and Future Work

Hair is a vital component for human appearance in both the real and virtual world. Hair capture is an important approach to acquire 3D hair models from real hairstyles and to significantly reduce the modeling and animating effort of the artists. However, hair capture is unusually challenging due to hair’s unconventional characteristics: the view-dependent specular appearance, the geometric complexity and the high variability of real hairstyles.

In this thesis, we first investigate into the idea of using characteristic hair orientations as a matching metric or feature in conventional multi-view stereo systems in Chapter 3 and 4. The orientation proves to be robust to hair’s specular highlights compared to color-based metric. More importantly, the unique geometric continuity of hair strands enables effective shape priors for structure-aware aggregation and strand-based refinement that improved the overall reconstruction accuracy and robustness. Using these methods, we are able to reconstruct accurate and detailed surface geometry approximating the captured hair volumes for digital human models in various applications, e.g. 3D printing, gaming and teleconferencing. However, for some other applications such as character animation in film production, much structured and physically plausible hair models are expected. We introduce structure-aware hair capture in Chapter 5 to address this need and reconstructs plausible hair structures on top of the incomplete and unstructured hair geometry (i.e. point cloud) using existing methods. The key idea is that hair is typically grouped into structured wisps, which can be locally discovered and globally completed using a novel connection graph data structure to encode partial wisp directions and their inter-connectivity information.

Nevertheless, there are still much room to improve and extend the current work in the future. The following are a few directions.
Constrained hairstyles. One assumption made in Chapter 5 is unconstrained hairstyles hanging freely from the scalp. This allows the heuristics for connection analysis to work. To extend the current method for constrained hairstyles, physical simulation or pseudo-physics [16] may be used to resolve the direction and connection ambiguities.

Dynamic hair capture. Dynamic hair capture is a very challenging problem merely considering the number of hair strands and the degrees of freedom of hair motion. One promising approach is still to couple hair dynamics to resolve the ambiguities arising from the occlusion in a similar way to [93, 76]. Also, wisp structures are useful to constrain the motion and control the complexity of the captured model.

Unified capture system. Hair geometry is just one side of the coin. A complete hair capture system should also include the acquisition of hair appearance as done by [10]. Another possible direction is the coupled acquisition of human face and hair. One inspiring work towards such direction can be found in [3].
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