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Abstract

Dense clinical data like 3D Computed Tomography (CT) scans can be visualized together with real-time imaging
for a number of medical intervention applications. However, it is difficult to provide a fused visualization that
allows sufficient spatial perception of the anatomy of interest, as derived from the rich pre-operative scan, while
not occluding the real-time image displayed embedded within the volume.
We propose an importance-driven approach that presents the embedded data such that it is clearly visible along
with its spatial relation to the surrounding volumetric material. To support this, we present and integrate novel
techniques for importance specification, feature emphasis, and contextual cutaway generation.
We show results in a clinical context where a pre-operative CT scan is visualized alongside a tracked ultrasound
image, such that the important vasculature is depicted between the viewpoint and the ultrasound image, while a
more opaque representation of the anatomy is exposed in the surrounding area.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image Generation
- Display algorithms

1. Introduction

While already an active area of research for many years,
three-dimensional visualization of medical imaging data is
still emerging in clinical settings. Medical imaging devices
continue to improve and become more widely available
while digital displays emerge from the radiology reading
room into interventional settings and even mobile devices.
One well established technique is 3D volume rendering of
CT and CTA (Computed Tomography Angiography) scans.
While many physicians still prefer cross-sectional slice im-
ages for diagnosis and interpretation of the data, volume ren-
dering can provide a better global spatial impression of the
anatomy. This becomes especially important for fusion of
CT/CTA with interventional imaging modalities.

In medical procedures such as biopsy and radio frequency
ablation, the insertion path of a needle must be carefully
planned on the CT scan, in order to avoid critical structures
in the patient. During a procedure, ultrasound is often used

as an interventional imaging modality to assist in navigat-
ing needles to their correct locations. Medical ultrasound
mainly depicts borders between various tissue types in a 2D
plane oriented from the transducer into the patient’s body.
If a tracking system is used to locate the ultrasound probe
in 3D, and the pre-operative CT scan is aligned (i.e. regis-
tered) correctly with the patient coordinate system, volume
rendering of the CT data can be merged with a real-time view
of the ultrasound plane. Dense 3D information from the CT
data can help the physician relate both the needle and ul-
trasound plane to the critical anatomical structures. Further-
more, planning information like ablation target volumes and
margins, optimal needle path, etc., can be visualized.

The inherent problem here is that it is difficult to show
enough data from the dense pre-operative scan without oc-
cluding the ultrasound image plane. Motivated by this prob-
lem, we present a new approach for visualizing an object
of interest embedded within volumetric data. This approach
can be broken down into four components, as described in
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Section 3. At the core is the specification of importance and
implicit ranking of materials within the volume by augmen-
tation of the conventional transfer function (3.1). To facil-
itate visualization steered by this importance specification,
we emphasize rendered materials by their assigned impor-
tance, performing importance-driven shading (3.2). We then
define a flexible, view-dependent cutaway structure (3.3) and
use this definition to cut away occluding material based on
its importance (3.4). As such, we are able to clearly display
the object of interest embedded in the volume while main-
taining view of materials deemed especially important and
progressively trimming away material of lesser importance.
We conclude by presenting results which show how this ap-
proach can be used in our motivating application, visualiza-
tion of multimodal medical data in an interventional setting.

2. Related Work

Our work aims at one of the main challenges in visualiza-
tion research—to satisfy needs of a specific diagnostic and
treatment environment. The challenge is to provide a clear
understanding of complex data and guide the user to the
most relevant information. The relevance of features in the
data can be assigned in many different ways, i.e., from user
steered segmentation to a fully automatic process. Relevance
then serves as the controlling parameter for assigning vi-
sual representations among those features. Combination of
dense (visually prominent) representation of the most rele-
vant features with sparse (visually suppressed) information
about other features is often denoted as focus+context vi-
sualization [Hau05]. Focus, i.e. the most relevant feature, is
represented very densely and context is presented sparsely
to indicate overview information.

Several publications have addressed the issue of visu-
ally emphasizing features in volumetric renderings. In vi-
sualization of volumetric scalar data, two-level volume ren-
dering uses segmentation information to render objects in
the data with different compositing and rendering tech-
niques [HMBG01]. In visualization of 3D flow data, a user-
specified degree of interest function (DOI) affecting optical
properties is shown to help visualize important flow features
[HM03]. Like our shading-driven feature emphasis, these
techniques apply globally to the visualization. However, they
do not use a scalar importance value derived from a transfer
function to modulate shading as our technique proposes.

Other works incorporate viewpoint information to mod-
ify optical properties of a context region occluding a fo-
cus region, and are often inspired by traditional illustra-
tion techniques [VG05]. Context-preserving volume render-
ing [BGKG06] and opacity peeling [RSK06] generate vi-
sualizations by ghosting and fading outer layers of material
to reveal inner structures. Clearview [KSW06] uses similar
techniques while incorporating user specification of a focus
region. Special peel-away [CSC06] and exploded visualiza-
tions [BG06] have been proposed to expose segmented or

user-defined regions of a volume. Cutaways for polygonal
rendering [DWE03] and hidden iso-surface display [FBS05]
also address these issues.

In general, however, these works do not incorporate an
importance assignment mechanism so object emphasis and
suppression is harder to specify. In that respect, our work
is most similar to importance-driven visualization, which
uses data segmentation and relevance to automatically gen-
erate cutaway visualizations [VKG05]. However, we do not
use explicit segmentation, as the importance classification
is done in the transfer function space. Furthermore, we ex-
tend and formalize the existing cutaway algorithms to pro-
vide more options for display of contextual material.

Much visualization research has been done regarding
medical imaging visualization, where cut-away and smart
visibility techniques have been applied to the visualization
of peripheral arteries in lower extremities [SvC∗04] and
neck dissection planning for enlarged lymph node removal
[KTH∗05]. However, our work is the first to develop and
apply advanced 3D volumetric rendering techniques to the
problem of visualizing live ultrasound data within the con-
text of a 3D volume.

There are two major challenges associated with multi-
modal medical data. The first challenge is the data regis-
tration. We register the CT (or MRI) data with the ultra-
sound data as described in previous work [WRN05]. The
second challenge is how to combine multiple modalities in
a single visualization. Magic mirrors have been applied for
multimodal visualization of the human brain [KDG99]. The
combination of multiple modalities or properties through
smooth brushing and linking of scatter plots has also been
presented [DGH03]. The product of this multimodal selec-
tion is mapped to a one-dimensional DOI classification that
is directly mapped to a visual representation. In our work we
use multiple modalities for selection of a feature. According
to the needs of the interventional setup, we use importance
parameterization as a steering mechanism for the combina-
tion of data from different modalities, meaning that in our
visualizations multiple modalities are and need to be explic-
itly present.

3. Feature Emphasis and Contextual Cutaways

This section describes the pipeline for feature emphasis and
contextual cutaway visualization (Figure 1). The top three
nodes with the sharp edges are the input sources and the
subsequent nodes are processing steps described in the fol-
lowing subsections. The main inputs are the volumetric data
and the object of interest, which occupies a region within the
space of the volumetric data set. In terms of our motivating
application, the CTA data set and the ultrasound plane fill
these roles, respectively. The main goal of our approach is
to have the object of interest, which may be occluded by or-
dinarily rendered volumetric data, visible yet shown in the
context of the volumetric data.
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Figure 1: Overview of the pipeline for feature emphasis and
contextual cutaway visualization.

In the left pipeline, the standard color and opacity transfer
function is augmented with an importance value which spec-
ifies the relative importance of each regional component of
the transfer function (3.1). We then introduce a shading mod-
ification that is used to emphasize features based on their
importance value (3.2).

In the right pipeline, the geometry of the object of inter-
est and viewpoint information are used to create a cutaway
structure, which divides space into different contextual re-
gions and defines a function for determining occlusion (3.3).

Finally the importance of sample points and their occlu-
sion values are used to change their visibility. In section 3.4
we describe the visual effect of both components on the final
appearance of a rendered sample.

3.1. Defining Importance via Transfer Function

As previously stated, we wish to create a visualization which
displays materials differently based on their relative impor-
tance. In order to do so, we must establish a method for
assigning importance values to materials in the volumetric
data. Many previous approaches have done this by using
an auxiliary segmentation volume or a geometric segmenta-
tion representation to explicitly assign importance values to
3D space. In our approach, we create an augmented transfer
function to classify materials and assign to them an impor-
tance value, much as they are assigned a color and opacity.
This allows us to avoid pre-computation time and reduce
user interaction, since a transfer function that adequately
classifies materials can be created once for a particular vi-
sualization goal and imaging system.

A conventional transfer function allows the determination
of a color and opacity for samples of a volume based on
local properties of the sample, such as data intensity value,
gradient magnitude, or curvature. We denote a feature vec-
tor of these properties as ~x. Such a transfer function can be
composed of several transfer function components, possibly
overlapping, each of which defines a color and opacity ramp
over a specified region in the transfer function space (span-

ning~x). If each component corresponds to a particular mate-
rial in the data and is assigned a distinct color, then materials
can be visually distinguished in the volume rendering.

We augment the conventional transfer function by adding
an importance value to each transfer function component. As
transfer function components may overlap, we use the im-
portance value to blend components for a particular feature
vector as follows, where Ncomp is the number of components
and~ci, αi, and Ii are the RGB color, opacity, and importance
value of the i’th component, all evaluated at~x.

g(~x) =

(
∑

Ncomp
i=1 ~ci ∗αi ∗ Ii

∑
Ncomp
i=1 αi ∗ Ii

, max
i=1..Ncomp

αi, max
i=1..Ncomp

Ii

)
This blending is done once before the rendering and re-
sults in a lookup-table which assigns a quintuple consisting
of RGB color values, an opacity value, and an importance
value, to each point in the transfer function space.

3.2. Feature Emphasis with Importance-Driven
Shading

Our goal of emphasis is to guide the viewer quickly to the
most important parts of an image, which we can achieve by
rendering more important materials with more detail. The
importance value of a sample point from the volume, as de-
termined by g(~x), can be used to modify its rendered opti-
cal properties, with the goal of emphasizing samples corre-
sponding to important materials. In general, emphasis can be
made by color, opacity, and shading style. Since the trans-
fer function already allows us to specify color and opacity
directly, there is no need to derive those from importance.
However, by modulating shading by importance, we can de-
emphasize unimportant materials.

We do this by using the importance value to limit the con-
tribution of a given shading model to the output color, so that
materials with low importance are shaded less than those of
high importance. We denote the strength of this effect, em-
phasis, by the global parameter E. We then calculate the out-
put color as follows, where ~cshaded is the color value calcu-
lated with a given shading method, ~c is the raw color value
from the transfer function, and I is the importance value de-
rived for the sample from the transfer function.

~csample =~cshaded ∗ (1−E ∗ (1− I))+~c∗E ∗ (1− I)

With no emphasis (E = 0), all materials are shaded as
normal. With maximum emphasis (E = 1), the equation is
a linear interpolation between shaded and unshaded colors
based on importance, such that important materials are fully
shaded and unimportant materials are unshaded. The choice
of the emphasis value E depends on the visualization sce-
nario and how much one can afford to discard shading infor-
mation for low-importance materials. The images in Figures
2 and 3 show how importance-driven shading can emphasize
important features.
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(a) No shading (b) Phong shading, E = 0

(c) Phong shading, E = 1

Figure 2: No shading (a) results in low contrast and spatial
distinction. With no emphasis (b), vessels in the skull are ob-
scured by shading details in the bone. With full emphasis (c),
shaded and unshaded samples are selectively combined to
accentuate important materials (vessels) and suppress shad-
ing detail of non-important materials (skin, bone).

3.3. Contextual Cutaway Views

As stated earlier, our goal is to present the object of interest
in such a way that the material around it is cut away based
on the importance of the material. In this section we present
a flexible cutaway structure that ultimately allows us to trim
away materials of different importance at different levels of
the cutaway structure.

The simple cutaway view definition partitions space into
two distinct regions: the area inside the cutaway, which we
denote the clear region, and everything else, which we de-
note the base. We formalize this by defining an occlusion
function, denoted Ω. This occlusion function will represent
the degree to which a point in space occludes the object of
interest. In the simple cutaway scenario, at a given point,
Ω = 1 if the point is inside the clear region and 0 if it is in-

(a) Phong shading, E = 1 (b) Gooch shading, E = 1

Figure 3: With full emphasis, importance-driven Phong
shading (a) and Gooch cool-to-warm shading [GGSC98]
with silhouette enhancement (b) help provide visual distinc-
tion between vessels and bone.

side the base region. For a given ray through the volume in
eye-space, let ξ(θ) be the depth (z component in eye-space)
where the ray intersects a cutaway suface with angle θ. We
can then define Ω for a given point p along the ray as fol-
lows, where pz is the z component of p and step(a,x) = 0 if
x < a and 1 if x≥ a.

Ω = step(ξ(θ), pz)

This binary definition suggests rendering can have only
two modes: sparse (for the clear region) and dense (for the
base region). In order to give more control over the render-
ing of materials with multiple importance values, we pro-
pose a new cutaway definition where occlusion values vary
smoothly between 0 and 1 over 3D space.

We begin by modifying the simple cutaway definition to
include a second cutaway surface defined by a wider angle.
This new region, which we denote the transition region, can
have an occlusion function that varies between the two cut-
away surfaces. We define this as shown in Figure 4, allow-
ing us to determine the cutaway angle of points located in
the transition region, relative to the two bounding angles θ1
and θ2. This will ultimately allow variation of visibility in
the image outside the projected object-of-interest silhouette
by letting us cut or fade away materials at varying angles.

To control visibility of the data in front of the object-of-
interest, we add another region, the overlay region. This re-
gion is bounded by the cutaway surface of θ1, offset a thick-
ness d toward the camera, as shown in Figure 4.

Considering these four regions, we define the occlusion
function for a given point in eye space as follows, where
θ1 and θ2 are the cutaway angles, d is the thickness of the
overlay region, and ramp(a,b,x) = 0 if x < a, 1 if x≥ b, and
(x−a)/(b−a) for a≤ x < b.

Ω =
ramp(ξ(θ2),ξ(θ1), pz)+ ramp(ξ(θ1),ξ(θ1)+d, pz)

2

This definition results in Ω = 0 for points in the base area,
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Figure 4: Given an object of interest (shaded) and a view-
ing direction, we can construct a cutaway with distinct base,
transition, overlay, and clear regions, as shown in this cross
section diagram. An occlusion function Ω can then affect
visibility of materials in different areas of the cutaway struc-
ture. In the traditional simple cutaway, θ1 = θ2 and d = 0.

Ω = 0.5 for points on the transition-overlay boundary, and
Ω = 1 for points in the clear area, with the appropriate lin-
ear blends for points in between the boundaries, as shown in
Figure 4. In the next section, we use this definition of the oc-
clusion function to give control over how materials of vary-
ing importance are rendered in the cutaway structure.

3.4. Integrating Occlusion with Importance

Now that we have a flexible cutaway structure, we can use
the occlusion function and importance values to render vari-
ous components of the transfer function in different regions
of the cutaway structure. Our goal is to have only materials
with the very highest importance rendered in the clear re-
gion, and all materials rendered in the base region. We then
wish to fade out materials based on their importance such
that materials of low importance are cut away at a wider
angle than materials of higher importance in the transition
region. We also wish to allow some materials of moderately
high importance to be present in the overlay region, where
they will be faded out before the clear region.

In order to accomplish this, we modify the opacity of a
sample based on the occlusion value at that point. In order
to control fading, one needs to establish two occlusion value
thresholds, τl and τu, between which points will be faded.
Given these thresholds, we can modify opacity by the fol-
lowing formula, where α is the alpha component of a sample
computed from the transfer function for a given point, α

′ is
the alpha component to be used in rendering, and Ω is the
occlusion value at the point.

α
′ = α∗ (1− ramp(τl ,τu,Ω))

This allows us to control how rendered samples are faded

in the cutaway structure. Note that by choosing a constant
set of τ such as (0,1), materials would be completely trans-
parent in the clear region, and opacity would be unchanged
in the base region, with a uniform fade in the overlay and
transition regions based directly on the occlusion value. In
this scenario, the importance value of a sample would not
have any effect on the fade.

In order to incorporate importance into this formula, we
derive thresholds for each sample based on its importance
value I from the transfer function as follows.

τu = I

τl = max(2∗ I−1,0)

Such calculation results in several desirable effects. First,
materials of highest importance (I = 1) are visible every-
where. Materials of lesser but high importance have sharp
fades in the overlay area so their cutaway boundaries are eas-
ily visible. Additionally, materials of moderate importance
are faded gradually within the transition area. Finally, mate-
rials of low importance are faded near the base region.

The effects of the importance values and the cutaway pa-
rameters are explored in Figure 5. Here, we have a CT scan
of an abdomen and our object of interest is a plane tex-
tured with the volume data and embedded in the volume. The
transfer function is defined such that the importance values
for skin and flesh (brown, red) are lowest (0.1, 0.01), vas-
culature and bone (blue, white) are highest (0.99), and other
organs (yellow) are in between (0.5). In Figure 5(a), we can
see the effect of the simple cutaway scenario, where the tran-
sition and overlay regions are nonexistent and a hard bound-
ary separates the base and clear regions. This result makes
no use of the importance values, and our most important ma-
terials are not visible.

This is remedied in Figure 5(b), where we see the effect
of having a large overlay region, with d sufficiently large so
that none of the vasculature (blue) and bone is faded away.
This allows us to view the important materials but maintains
the hard cutaway boundary, not allowing for any difference
in visibility between the organs (yellow) and the flesh (red).

By setting θ2 larger than θ1, this distinction can be made,
as we see the skin and flesh cut away at a wider angle and
the organs fading into the transition region in Figure 5(c).
We see this effect most strongly in the bottom of the image,
as the complex yellow material is no longer obscured by the
flesh and skin. This is easily achieved by having a cutaway
with multiple angles, as established by the transition region.

If our goal is to view the textured plane with less obstruc-
tion, then we can set the thickness of the overlay region to
a much smaller value, so that vasculature (blue) is only visi-
ble just in front of the plane (Figure 5(d)). This allows us to
see the important material in context with the object of in-
terest without displaying so much that the object of interest
is overly obscured.
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(a) θ1 = θ2, d = 0 (b) θ1 = θ2, large d

(c) θ1 < θ2, large d (d) θ1 < θ2, small d

Figure 5: The effects of various parameters in the cutaway structure are shown in the above images. Note that (a) and (b) are
traditional cutaway views but (c) and (d) expose more contextual information by cutting away less important materials at wider
angles. A smaller overlay thickness in (d) causes the embedded object to be less obscured.

4. Application to Multimodal Medical Data

We use ultrasound exams recorded on patients and volun-
teers, where the spatial location and orientation of the trans-
ducer has been tracked using a magnetic position sensing
system. The ultrasound sweeps have been manually regis-
tered (i.e. spatially aligned) to the tomographic 3D scans,
aided by automatic techniques [WRN05]. To show interven-
tional ultrasound in the context of organ vasculature, we use
an early arterial phase CTA scan from a patient’s liver. The
injected contrast agent causes the vasculature to show up
with high intensities in the scan, easily distinguishable from
surrounding tissue. Figure 6(a) depicts our proposed render-
ing for a longitudinal ultrasound image of the liver and the
corresponding CTA data. Note that in front of the ultrasound
plane, only the vessels are rendered due to their high impor-
tance value I = 1, allowing a clear view of the ultrasound in-
formation as well. Figure 6(b) shows a similar rendering on
a transversal ultrasound plane, where a sharper transition of
the cutaway cone is used. In figure 7 a similar visualization

is applied using a regular CT scan without contrast agent. In
this case, bone is given a high importance and is allowed to
obscure the ultrasound plane.

Magnetic Resonance Imaging (MRI) is generally less fa-
vorable for volume rendering because intensities are not pro-
portional to tissue density (making it difficult to define opac-
ity based on it) and bone is not distinguishable. Using the
proposed techniques, we still achieve results that we believe
are suited well for interventional visualization. Figure 8 de-
picts the fused renderings of a liver MRI scan together with
a registered ultrasound image.

In all data sets, the ultrasound images are made clearly
visible and their spatial context within the 3D volume is well
defined due to the view dependent cutaway structure. In ad-
dition to the global 3D relation, critical anatomical structures
such as liver vasculature that must not be punctured in an
interventional scenario can be visualized as well. This is im-
portant for image-guided needle procedures and can increase
the acceptance of multimodal visualization for such proce-
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Figure 7: A transversal ultrasound image of a patient’s liver
is shown aligned in the context of a (non-contrasted) CT
scan. Bone is allowed to obscure the ultrasound plane and
as such helps facilitate spatial perception of the plane.

dures, as the physician always has a concise view of all the
needed information, regardless of the ultrasound probe posi-
tion. It is straightforward to integrate planning information,
such as ablation target volumes and needle path, using the
visualization tools that we have proposed. We note, how-
ever, that our visualizations are meant to aide the doctor in
exploring the CT data and relating the position of the ultra-
sound scan with the CT data and would not be used on their
own for clinical purposes. In practice such images would be
presented alongside views of the 2D ultrasound data.

Finally, the presented techniques have been designed for
and tested with a hardware-based GPU raycaster. As such,
the system can operate at interactive frame rates, which is
necessary for use in a clinical scenario.

5. Conclusion

We have presented a suite of new techniques for visualiz-
ing objects of interest embedded within volumetric datasets.
These techniques allow for emphasis of important volumet-
ric features as defined by transfer functions as well as vi-
sualization of contextual information relative to the object
of interest by means of a new, flexible cutaway structure. We
have applied our techniques to the area of image-guided nee-
dle procedures, and show fused visualizations of ultrasound
with CTA, CT and MRI volumes.

Contemporary radiology software provides a built-in set
of transfer functions adapted to various imaging modalities,
which doctors use to visualize patient data and distinguish
various tissues and organs. As our algorithm classifies ma-
terials in the transfer function space, it would be reasonable

to expect that these transfer functions could be augmented
with importance information for various medical scenarios.
As such, we believe that the presented techniques can have
a positive impact on the medical visualization community.
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